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Chapter 1

Introduction

This manual describes the details of the numerical methods and discretiza-
tion used in the Parallel Ocean Program (POP), a level-coordinate ocean
general circulation model that solves the three-dimensional primitive equa-
tions for ocean dynamics. It is designed for users who want an in-depth
description of the numerics in the model, including details of the computa-
tional grid, the space and time discretization of the hydrodynamical core and
subgridscale parameterizations, and other features of the model. A second
manual, the POP User’s Guide is available online at http://climate.lanl.gov
and contains detailed instructions for setting up and running the POP code,
including how to compile and run the code and how to setup input files
that specify the model configuration, diagnostics and output. These man-
uals are also available from the National Center for Atmospheric Research
(NCAR) as part of the public releases of the Community Climate System
Model (CCSM).

The POP model is a descendant of the Bryan-Cox-Semtner class of mod-
els (Semtner, 1986). In the early 1990’s it was written for the Connection
Machine by Rick Smith, John Dukowicz and Bob Malone (Smith et al.,
1992). An implicit free surface formulation and other numerical improve-
ments were added by Dukowicz and Smith (1994). Later, the capability
for general orthogonal coordinates for the horizontal mesh was implemented
(Smith et al., 1995).

Since then many new features and physics packages have been added
by various people, including the authors of this document. In addition,
the software infrastructure has continued to evolve to run on all high per-
formance architectures. In 2001, POP was officially adopted as the ocean
component of the CCSM based at NCAR. Substantial effort at both LANL
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CHAPTER 1. INTRODUCTION 5

and NCAR has gone into adding various features to meet the needs of the
CCSM coupled model. This manual includes descriptions of several of the
features and options used in the POP 2.0.1 release (Jan 2004), the ocean
model configuration of the Spring 2002 release of CCSM2, the Spring 2004
release of CCSM3, and the 2010 release of CCSM4.

Acknowledgments: The work at LANL has been supported by the U.S.
Department of Energy’s Office of Science through the CHAMMP Program
and later the Climate Change Prediction Program. The work at NCAR has
been supported by the National Science Foundation.

Comments, typos or other errors should be reported using the official
POP web site at http://climate.lanl.gov



Chapter 2

The Primitive Equations in
General Coordinates

Ocean dynamics are described by the 3-D primitive equations for a thin
stratified fluid using the hydrostatic and Boussinesq approximations. Before
deriving the equations in general coordinates, we first present, as a reference
point, the continuous equations in spherical polar coordinates with vertical
z-coordinate. These are standard in Bryan-Cox models (Semtner, 1986;
Pacanowski and Griffies, 2000).
Momentum equations:

∂

∂t
u+L(u)− (uv tanφ)/a−fv = − 1

ρ
0
a cosφ

∂p

∂λ
+FHx(u, v)+FV (u) (2.1)

∂

∂t
v + L(v) + (u2 tanφ)/a + fu = − 1

ρ
0
a

∂p

∂φ
+ FHy(u, v) + FV (v) (2.2)

L(α) =
1

a cosφ

[
∂

∂λ
(uα) +

∂

∂φ
(cos φvα)

]
+

∂

∂z
(wα) (2.3)

FHx(u, v) = AM

{
∇2u+ u(1 − tan2 φ)/a2 − 2 sin φ

a2 cos2 φ

∂v

∂λ

}
(2.4)

FHy(u, v) = AM

{
∇2v + v(1 − tan2 φ)/a2 +

2 sin φ

a2 cos2 φ

∂u

∂λ

}
(2.5)

∇2α =
1

a2 cos2 φ

∂2α

∂λ2
+

1

a2 cosφ

∂

∂φ

(
cosφ

∂α

∂φ

)
(2.6)

FV (α) =
∂

∂z
µ
∂

∂z
α (2.7)
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CHAPTER 2. PRIMITIVE EQUATIONS 7

Continuity equation:
L(1) = 0 (2.8)

Hydrostatic equation:
∂p

∂z
= −ρg (2.9)

Equation of state:
ρ = ρ(Θ, S, p) → ρ(Θ, S, z) (2.10)

Tracer transport :
∂

∂t
ϕ+ L(ϕ) = DH(ϕ) + DV (ϕ) (2.11)

DH(ϕ) = AH∇2ϕ (2.12)

DV (ϕ) =
∂

∂z
κ
∂

∂z
ϕ, (2.13)

where λ, φ, z = r−a are longitude, latitude, and depth relative to mean sea
level r = a; g is the acceleration due to gravity, f = 2Ω sinφ is the Coriolis
parameter, and ρ

0
is the background density of seawater. The prognostic

variables in these equations are the eastward and northward velocity com-
ponents (u, v), the vertical velocity w, the pressure p, the density ρ, and
the potential temperature Θ and salinity S. In (2.11) ϕ represents Θ, S
or a passive tracer. The pressure dependence of the equation of state is
usually approximated to be a function of depth only (see Sec. 8.1). AH and
AM are the coefficients (here assumed to be spatially constant) for horizon-
tal diffusion and viscosity, respectively, and κ and µ are the corresponding
vertical mixing coefficients which typically depend on the local state and
mixing parameterization (see Chapter 7). The third terms on the left-hand
side in (2.1) and (2.2) are metric terms due to the convective derivatives
in du/dt acting on the unit vectors in the λ, φ directions, and the second
and third terms in brackets in (2.4) and (2.5) ensure that no stresses are
generated due to solid-body rotation (Williams, 1972). The forcing terms
due to wind stress and heat and fresh water fluxes are applied as surface
boundary conditions to the friction and diffusive terms FV and DV . The
bottom and lateral boundary conditions applied in POP (and in most other
Bryan-Cox models) are no-flux for tracers (zero tracer gradient normal to
boundaries) and no-slip for velocities (both components of velocity zero on
bottom and lateral boundaries).

To derive the primitive equations in general coordinates, consider the
transformation from Cartesian coordinates (ξ1, ξ2, ξ3 with origin at the
center of the Earth) to general horizontal coordinates (qx, qy, z), where



CHAPTER 2. PRIMITIVE EQUATIONS 8

qx and qy are arbitrary curvilinear coordinates in the horizontal directions,
and z = r − a is again the vertical coordinate normal to the surface of the
sphere. The actual distances along the curvilinear coordinates are denoted
x and y, which typically lie along the circumpolar (longitude-like) and az-
imuthal (latitude-like) coordinate lines, respectively, on dipole grids with
two arbitrarily located poles (see Sec. 5.1). The differential length element
ds is given by

ds2 = dξ21 + dξ22 + dξ23 = h2
ijdqidqj + dz2 (2.14)

h2
ij =

∂ξk
∂qi

∂ξk
∂qj

, (2.15)

(where i, j = x, y and repeated indices are summed). The metric coefficients
hij depend on the local curvature of the coordinates. Differential lengths in
the z direction are assumed independent of x and y, so no metric coefficients
involving z appear. Further restricting ourselves to orthogonal grids, the
cross terms vanish, and we have

hi ≡ hii, hij = 0(i 6= j), dsi = hidqi. (2.16)

For the purpose of constructing horizontal finite-difference operators cor-
responding to the various terms in the primitive equations, define:

∆i ≡ dsi

δi ≡
∂

∂si
=

1

hi

∂

∂qi
, (2.17)

where ∆i and δi can be interpreted as either infinitesimal or finite differences
and their associated derivatives. Formulas for the basic horizontal operators
(gradient, divergence, curl) can be found in standard textbooks (Arfken,
1970). The gradient is

∇ψ = x̂
1

hx

∂ψ

∂qx
+ ŷ

1

hy

∂ψ

∂qy
= x̂δxψ + ŷδyψ. (2.18)

where x̂ and ŷ are unit vectors in the x, y directions. The horizontal diver-
gence is:

∇ · u =
1

hxhy

∂

∂qx
(hyux) +

1

hxhy

∂

∂qy
(hxuy)

=
1

∆y
δx(∆yux) +

1

∆x
δy(∆xuy), (2.19)
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where ux and uy are the velocity components along the x and y directions.
The advection operator (2.3) is similar:

L(α) =
1

∆y
δx(∆yuxα) +

1

∆x
δy(∆xuyα) + δz(wα). (2.20)

The vertical component of the curl operator is

ẑ · ∇ × u =
1

hxhy

∂

∂qx
(hyuy) −

1

hxhy

∂

∂qy
(hxux)

=
1

∆y
δx(∆yuy) −

1

∆x
δy(∆xux). (2.21)

Laplacian-type operators, which appear in the viscous and diffusive terms,
have the form

∇ ·G∇ψ =
1

∆y
δx(∆yGδxψ) +

1

∆x
δy(∆xGδyψ). (2.22)

where G is an arbitrary scalar function of x and y. Note that these operators
have been expressed in terms of the differences and derivatives ∆i and δi, and
hence there is no explicit dependence on the new coordinates qi or the metric
coefficients hi. In the discrete operators the same is true: it is not necessary
to have an analytic transformation with metric coefficients describing the
new coordinate system, it is only necessary to know the location of the
discrete grid points and the distances between neighboring grid points along
the coordinate directions.

The other horizontal finite difference operators appearing in the primitive
equations can also be derived in general coordinates. The Coriolis terms are
simply given by

2Ω × u = −x̂fuy + ŷfux. (2.23)

The metric momentum advection terms corresponding to the third terms
on the left in (2.1) and (2.2) are given by Haltiner and Williams (1980) (p.
442):

(uv tan φ)/a→ uxuyky − u2
ykx (2.24)

(u2 tan φ)/a→ uxuykx − u2
xky (2.25)

kx ≡ 1

hxhy

∂

∂qx
hy =

1

∆y
δx∆y (2.26)

ky ≡ 1

hxhy

∂

∂qy
hx =

1

∆x
δy∆x (2.27)
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Note that these revert to the standard forms (left of arrows) in spherical po-
lar coordinates, where hx = a cosφ, hy = a, ux = u and uy = v. The metric
terms in the viscous operators (second and third terms on the right in (2.4)
and (2.5) require a more careful treatment. These terms were derived by
Williams (1972) in spherical coordinates, by applying the thin-shell approx-
imation (r → a) to the viscous terms expressed as the divergence of a stress
tensor whose components are linearly proportional to the components of the
rate-of-strain tensor. This form is transversely isotropic and ensures that
for solid rotation the fluid is stress-free. The general coordinate versions of
these terms are derived in Smith et al. (1995). The results are

FHx(ux, uy) = AM

{
∇2ux − ux(δxkx + δyky + 2k2

x + 2k2
y)

+uy(δxky − δykx) + 2ky(δxuy) − 2kx(δyuy)
}

(2.28)

The formula for FHy(ux, uy) is the same with x and y interchanged every-
where on the r.h.s. It is straightforward to show that these also reduce to the
correct form in the spherical polar limit (2.4), (2.5). The above forms assume
a spatially constant viscosity AM . More terms appear if AM is allowed to
vary spatially. Wajsowicz (1993) derives the extra terms for spherical polar
coordinates. In general orthogonal coordinates they take the form:

FHx(ux, uy) = ∇ ·AM∇ux − ux

{
δxAMkx + δyAMky + 2AM (k2

x + k2
y)
}

+uy(δxAMky − δyAMkx) (2.29)

+(2AMky + δyAM )(δxuy) − (2AMkx + δxAM )(δyuy).

The formula for FHy(ux, uy) is again the same with x and y interchanged
everywhere.

The general coordinate forms of the anisotropic and biharmonic viscous
operators are given in Sec. 7.2 below, and the Gent-McWilliams and bihar-
monic forms of the horizontal diffusion terms are given in Sec. 7.1.



Chapter 3

Spatial Discretization

3.1 Discrete Horizontal and Vertical Grids

The placement of model variables on the horizontal B-grid is illustrated in
Figure 3.1. The solid lines enclose a “T-cell” and the hatched lines enclose
a “U-cell”. Scalars (T, S, p, ρ) are located at “T-points” (circles) at the
centers of T-cells, and horizontal vectors (ux, uy) are located at “U-points”
(diamonds) at the corners of T-cells. The indexing for points (i, j) in the
logically-rectangular 2-D horizontal grid is such that i increases in the x
direction (eastward for spherical polar coordinates), and j increases in the y
direction (northward for spherical polar coordinates). A U-point with logical
indices (i, j) lies to the upper right (∼ northeast) of the T-point with the
same indices (i, j). The index for the vertical dimension k increases with
depth, although the vertical coordinate z, measured from the mean surface
level z = 0, decreases with depth.

When the horizontal grid is generated, the latitude and longitude of
each U-point and the distances HTN and HTE (see Fig. 3.1) along the
coordinates between adjacent U-points are first constructed. Then the lat-
itude and longitude of T-points are computed as the straight average of
the latitude and longitude of the four surrounding U-points, and the along-
coordinate distances HUW (HUS) between adjacent T-points are computed
as the straight average of the four surrounding values of HTE (HTN). Thus
T-points are located exactly in the middle of the T-cell, but because the
grid spacing in either direction may be non-uniform, the U-points are not
located exactly in the middle of the U-cell.

In addition to the grid spacings HTN, HTE, HUS, HUW, several other
lengths and areas are also used in the code. These are defined as follows

11
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Figure 3.1: The staggered horizontal B-grid. The x-coordinate grid index
i increases to the right (generally eastward), and the y-coordinate index j
increases upward (generally northward). Solid lines enclose a T-cell, hatched
lines a U-cell. The quantities labeled HTN, HTE, HUW, HUS, as well as the
model prognostic variables (Θ, S, p, ux, uy) at the locations shown all have
grid indices (i, j).

(see Fig. 3.1):

DXUi,j = [HTNi,j + HTNi+1,j]/2

DYUi,j = [HTEi,j + HTEi,j+1]/2

DXTi,j = [HTNi,j + HTNi,j−1]/2

DYTi,j = [HTEi,j + HTEi−1,j ]/2

UAREAi,j = DXUi,jDYUi,j

TAREAi,j = DXTi,jDYTi,j (3.1)

DXU and DYU are the grid lengths centered on U-points, and DXT and
DYT are centered on T-points. TAREA and UAREA are the horizontal
areas of T-cells and U-cells, respectively.

The construction of the semi-analytic dipole and tripole grids commonly
used in POP is described in detail in Smith et al. (1995), and is briefly
reviewed in Chapter 5. These grids are based on an underlying orthogonal
curvilinear coordinate system with the one or two singularities in the north-
ern hemisphere displaced into land masses (typically North America, Asia,
or Greenland). The equator is usually retained as a grid line and the south-
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Figure 3.2: The 3-D T-cell, showing the location of the vertical velocity in
T-columns and U-columns.

ern hemisphere is a standard spherical polar grid with the southern grid pole
located at the true South Pole. These grids are topologically equivalent to
a cylinder (periodic in x but not in y), and therefore can be mapped onto a
logically-rectangular 2-D array (i, j) which is cyclic in i. Tripole grids require
additional communication along the northern boundary of the grid in order
to “sew up” the grid along the line between the two northern grid poles.
The grids are constructed off line and a file is generated which contains the
following 2-D fields: ULAT,ULONG,HTN,HTE,HUS,HUW,ANGLE, where
ULATi,j and ULONGi,j are the true latitude and longitude of U-points, and
ANGLEi,j is the angle between the x-direction and true east at the U-point
(i, j).

In addition to constructing the grids, the fields ULAT, ULONG and AN-
GLE are used to interpolate the wind stress fields from a latitude-longitude
grid to the model grid if needed. ULAT is also used to compute the Coriolis
parameter f at each model grid point.

Figure 3.2 is a diagram of the full three-dimensional T-cell, showing
the location of the vertical velocities w and wU , which advect tracers and
momentum, respectively. Note that the vertical velocities w are located in
the middle of the top and bottom faces of the T-cell, while the horizontal
velocities are located at the midpoints of the vertical edges.

Since POP is a z-level model, the depth of each point (i, j, k) is inde-
pendent of its horizontal location (unless partial bottom cells are used, see
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Figure 3.3: The vertical grid.

Sec. 5.2.2). The vertical discretization is illustrated in Figure 3.3. The
discrete index k increases from the surface (k = 1) to the deepest level
(k = km). The thickness of cells at level k is dzk. T-points are located
exactly in the middle of each level, but because the vertical grid may be
non-uniform (dzk 6= dzk+1), the interfaces where the vertical velocities w lie
are not exactly halfway between the T-points. The vertical distances be-
tween T-points dzwk are just the average dzwk = 0.5(dzk + dzk+1), except
at the surface where dzw0 = 0.5dz1. The depth of a T-point at level k is ztk,
and zwk is the depth of the bottom of cells at level k. Note that while the
coordinate z is positive upward, ztk and zwk are positive depths. Vertical
profiles of dzk are usually generated offline and read in by the code, but
there is an option for generating this profile internally. Usually dzk is small
in the upper ocean and increases with depth according to a smooth analytic
function describing the thickness as a function of depth. This is necessary
in order to maintain the formal second-order accuracy of the vertical dis-
cretization; if the vertical spacing changes suddenly the scheme reverts to
first order accuracy (Smith et al., 1995).

The topography is defined in the T-cells, which are completely filled with
either land or ocean (except when optional partial bottom cells are used;
see Sec. 5.2.2). Thus U-points lie exactly on the lateral boundaries between
land and ocean, and w points lie exactly on the ocean floor. These boundary
velocities are by default set to zero for no-slip boundary conditions, though
can be modified by parameterizations like the overflow parameterization
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(Sec. 8.4). Vertical velocities wU along the rims in the stair-step topography
may also be nonzero (see the discussion of velocity boundary conditions in
Sec. 3.4.1). The topography is determined by the 2-D integer field KMTi,j

which gives the number of open ocean points in each vertical column of T-
cells. The KMT field is usually generated offline and read in from a file in
the code. Thus 0 ≤ KMT ≤ km, and KMT = 0 indicates a surface land
point. In some situations the ocean depth in a column of U-points is needed,
and this is defined by the field KMUi,j , which is just the minimum of the
four surrounding values of KMT:

KMUi,j = min{KMTi,j,KMTi−1,j,KMTi,j−1,KMTi−1,j−1} (3.2)

The depths of columns of ocean T-points and U-points are given, respec-
tively, by:

HT = zw(KMT) ,

HU = zw(KMU) . (3.3)

With partial bottom cells the depth of the deepest ocean cell in each column
has variable thickness, and the above formulas are modified accordingly (see
Sec. 5.2.2).

3.2 Finite-difference operators

The exact finite-difference versions of the differential operators can be eas-
ily derived for the various types of staggered horizontal grids A,B,C,D,E
(Arakawa and Lamb, 1977) given only the forms of the fundamental opera-
tors: divergence, gradient, and curl for that type of mesh. POP employs a
B-grid (scalars at cell centers, vectors at cell corners) while some OGCM’s
use a C-grid (scalars at cell centers, vector components normal to cell faces).
We will use standard notation (Semtner, 1986) for finite-difference deriva-
tives and averages:

δxψ = [ψ (x+ ∆x/2) − ψ (x− ∆x/2)]
/
∆x (3.4)

ψ
x

= [ψ (x+ ∆x/2) + ψ (x− ∆x/2)]
/
2 , (3.5)

with similar definitions for differences and averages in the y and z directions.
These formulas strictly apply for uniform grid spacing; where, for example,
if ψ is a tracer located at T-points, then ψ (x+ ∆x/2) is located on the east
face of a T-cell. For nonuniform grid spacing, the above definitions should
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be interpreted such that variables lie exactly at T- or U-cell centers and
faces, as appropriate.

The fundamental operators on C-grids have the same form as (2.18)-
(2.22). On B-grids the derivatives involve transverse averaging, and the
fundamental operators are given by:

∇ψ = x̂δxψ
y

+ ŷδyψ
x

(3.6)

∇ · u =
1

∆y
δx∆yux

y
+

1

∆x
δy∆xuy

x
(3.7)

ẑ · ∇ × u =
1

∆y
δx∆yuy

y − 1

∆x
δy∆xux

x
(3.8)

∇ ·G∇ψ =
1

∆y
δx
[
∆yGδxψ

y]y
+

1

∆x
δy
[
∆xGδyψ

x]x
. (3.9)

The gradient is located at U-points and the divergence, curl and Laplacian
are located at T-points. In the Laplacian operator G must also be defined
at U-points. The factors ∆x, ∆y inside the difference operators δx, δy are
located at U-points and are given by DXU, DYU, respectively, while the
factors 1/∆x, 1/∆y outside the difference operators, as well as similar factors
in the denominators of the difference operators δx, δy, are evaluated at T-
points. For example, the first term on the r.h.s. of the divergence (3.7) at
the T-point (i, j) is given by

0.5[DYUi,j(ux)i,j + DYUi,j−1(ux)i,j−1

−DYUi−1,j(ux)i−1,j − DYUi−1,j−1(ux)i−1,j−1]/TAREAi,j (3.10)

In POP (and in other Bryan-Cox models which use a B-grid formulation)
all viscous and diffusive terms are given in terms of an approximate C-grid
discretization in order to ensure they will damp checkerboard oscillations on
the scale of the grid spacing (see Secs. 3.3.2, 7.1, and 7.2).

3.3 Discrete Tracer Transport Equations

The discrete tracer transport equations are:

∂

∂t
(1 + ξ)ϕ+ LT (ϕ) = DH(ϕ) + DV (ϕ) + F

W
(ϕ) (3.11)

where LT is the advection operator in T-cells, and DH , DV are the horizontal
and vertical diffusion operators, respectively. The factor (1+ξ) is associated
with the change in volume of the surface layer due to undulations of the free
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surface, and F
W

(ϕ) is the change in tracer concentration associated with
the freshwater flux. ξ and F

W
(ϕ) are given by

ξ =
δk1

dz1
η (3.12)

F
W

(ϕ) =
δk1

dz1

∑

m

q(m)
W

ϕ(m)
W

(3.13)

where δk1 is the Kronecker delta, equal to 1 for k = 1 and zero otherwise. η
is the displacement of the free surface relative to z = 0, q(m)

W
is the freshwater

flux per unit area associated with a specific source (labeled m) of freshwater.
Thus, qW =

∑
m q(m)

W
= P −E+R−Fice +Mice is the total freshwater flux

per unit area associated with precipitation P , evaporation E, river runoff R,
freezing Fice and melting Mice of sea ice, and ϕ(m)

W
is the tracer concentration

in the freshwater associated with source m. The change in volume of the
surface layer due to the freshwater flux is discussed in Sec. 4.5.1, and the
natural boundary conditions for tracers associated with freshwater flux are
discussed in Sec. 5.2.1. The boundary conditions on tracers are no-flux nor-
mal to bottom and lateral boundaries, unless modified by parameterizations
like the overflow parameterization (see Sec. 8.4).

3.3.1 Tracer Advection

POP has multiple options for tracer advection. Here we describe a basic
second-order centered advection scheme as an example of a discretization.
Other advection schemes are described in Chapter 6. In the standard second-
order scheme, the advection operator is given by:

LT (ϕ) =
1

∆y
δx(∆yux

y
ϕx) +

1

∆x
δy(∆xuy

x
ϕy) + δz(wϕ

z) (3.14)

Again, ∆x and ∆y inside the difference operator are located at U-points,
and the mass fluxes ∆yux

y
, ∆xuy

x
are located on the lateral faces of T-

cells. ϕx and ϕy are also located on the lateral faces of T-cells, while ϕz

is located on the top and bottom faces of T-cells. At the surface, ϕz is set
equal to zero because there is no advection of tracers across the surface.
The vertical velocity w at T-points is determined from the solution of the
continuity equation

1

∆y
δx(∆yux

y
) +

1

∆x
δy(∆xuy

x
) + δz(w) = 0 (3.15)
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which is integrated in a column of T-cells downward from the top with the
boundary conditions:

w =
∂

∂t
η + q

W
at z = 0 (3.16)

w = 0 at z = −HT . (3.17)

The boundary condition (3.16) is discussed in more detail in Sec. 4.5.1.
When integrating from the top down using (3.15) and (3.16), the bot-

tom boundary condition (3.17) will only be satisfied to the extent that the
solution of the elliptic system of barotropic equations for the surface height
η has converged exactly (see Sec. 4.5). In practice, this exact convergence
is not achieved, so the bottom velocity in T-columns is set to zero to ensure
no tracers are fluxed through the bottom. This amounts to allowing a very
small divergence of velocity in the bottom cell.

In versions of POP prior to 1.4.3, the volume of the surface cells is
assumed constant, and no account is taken of the change in volume of the
surface cells when the free surface height changes. Thus ξ = 0 and q

W
= 0

in (3.11), (3.12) and (3.13), and the freshwater flux is approximated as a
virtual salinity flux and imposed as a boundary condition on the vertical
diffusion operator. In addition, the tracers are advected through the surface
in this formulation using (3.14) with the vertical velocity given by (3.16) and
ϕz = ϕ1 at the surface. One problem with this approximation is that the
advective flux of tracers through the surface is not zero in global average.
The globally integrated vertical mass flux vanishes, but the integrated tracer
flux does not. In practice, we have found that the residual surface tracer
fluxes associated with this are usually small, but in some situations they may
be non-negligible. (Note: the global mean residual surface tracer fluxes are
standard diagnostic model output in the earlier versions of POP without the
variable thickness surface layer.) Because the residual surface flux is nonzero,
the global mean tracers are not conserved. In POP version 1.4.3, the surface
layer is based on (3.11), (3.12) and (3.13), and global mean tracers (in
particular total salt) are conserved exactly. The variable-thickness surface
layer is detailed in Sec. 5.2.1.

3.3.2 Horizontal Tracer Diffusion

POP has three options for horizontal tracer diffusion: 1) horizontal Lapla-
cian diffusion, 2) horizontal biharmonic diffusion, 3) the Gent-McWilliams
parameterization, which includes along-isopycnal tracer diffusion and tracer
advection with an additional eddy-induced transport velocity. All of these
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are implemented for a spatially varying diffusivity. The first of these options
(Laplacian diffusion) is described here, the other two options are discussed
in Sec. 7.1. The discrete horizontal Laplacian diffusion operator is given by:

DH(ϕ) =
1

∆y
δx(AH

x
∆yδxϕ) +

1

∆x
δy(AH

y
∆xδyϕ) (3.18)

Note that no lateral averaging is involved as in (3.9). Thus the Laplacian
is approximated as a five-point stencil as would be used on a C-grid. The
factors ∆x, ∆y inside the difference operator are given by HTN, HTE, re-
spectively (see Fig. 3.1), and AH , defined at T-points, is averaged across
the T-cell faces. As mentioned above, all the horizontal diffusive operators
in POP that would normally involve nine-point operators (including the
GM parameterization and the horizontal friction operators), are approxi-
mated by five-point C-grid operators in order to ensure that they damp
checkerboard noise on the grid scale. B-grid Laplacian-type operators like
(3.9) have a checkerboard null space, i.e., they yield zero when applied to
a +/− checkerboard field, and thus cannot damp noise of this character
(see Sec. 5.2.1). The only Laplacian-type operator which uses a B-grid dis-
cretization is the elliptic operator in the implicit barotropic system. There
the B-grid discretization is required in order to maintain energetic consis-
tency (Smith et al., 1992; Dukowicz et al., 1993), see also Secs. 3.5 and 4.5).
The boundary conditions on the diffusive operator (3.18) are that tracer
gradients δxϕ, δyϕ are zero normal to lateral boundaries.

3.3.3 Vertical Tracer Diffusion

The spatial discretization of the vertical diffusion operator is given by:

DV (ϕ) = δz(κδzϕ)

=
1

dzk

(
κk− 1

2

(ϕk−1 − ϕk)

dzk− 1

2

−
κk+ 1

2

(ϕk − ϕk+1)

dzk+ 1

2

)
. (3.19)

where ϕk is a tracer at level k, and κk− 1

2

, κk+ 1

2

are evaluated on the top and

bottom faces, respectively, of the T-cell at level k, and dzk− 1

2

= dzwk−1,

dzk+ 1

2

= dzwk. The boundary conditions at the top and bottom of the

column are

κδzϕ→ Qϕ at z = 0

κδzϕ→ 0 at z = −HT (3.20)
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where Qϕ is the surface flux of tracer ϕ (e.g., heat flux for temperature
and equivalent salt flux associated with freshwater flux for salinity). The
modifications to this discretization when partial bottom cells are used is
described in Sec. 5.2.2. The diffusive term may either be evaluated explicitly
or implicitly. The implicit treatment is described in Sec. 4.2.2. With explicit
mixing, a convective adjustment routine may also be used to more efficiently
mix tracers when the column is unstable (see Sec. 7.3.1). Various subgrid-
scale parameterizations for the vertical diffusivity are discussed in Sec. 7.3.

3.4 Discrete Momentum Equations.

The momentum equations discretized on the B-grid are given by:

∂

∂t
ux + LU (ux) + uxuyky − u2

ykx − fuy = − 1

ρ
0

δxp
y + FHx(ux, uy) + FV (ux)

(3.21)
∂

∂t
uy +LU (uy) + uxuykx − u2

xky + fux = − 1

ρ
0

δyp
x +FHy(uy, ux) +FV (uy)

(3.22)
In these equations no account has been taken of the change in volume of the
surface layer due to undulations of the free surface. Therefore, no terms in-
volving ξ appear as in the tracer transport equation (3.11). The justification
for this is that the global mean momentum, unlike the global mean tracers, is
not conserved in the absence of forcing, so there is less motivation to correct
for momentum nonconservation due to surface height fluctuations. Further-
more, the error introduced is typically small compared to the uncertainty in
the applied wind stress.
Note: Currently the code is in cgs units and it is assumed that ρ

0
= 1.0g

cm−3, so it never explicitly appears. If the Boussinesq correction (Sec. 8.1.1)
is used, then this factor is already taken into account, because the factor
r(p) in (8.7) is normalized such that the pressure gradient should be divided
by ρ

0
= 1.0.

3.4.1 Momentum Advection

The nonlinear momentum advection term is discretized as:

LU (α) =
1

∆y
δx
[
(∆yux

y
)
xy
αx
]
+

1

∆x
δy
[
(∆xuy

x
)
xy
αy
]
+ δz(w

Uαz) . (3.23)

This is a second-order centered advection scheme and is currently the only
option available in POP for momentum advection. It has the property
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that global mean kinetic energy is conserved by advection. Momentum
is conserved in the interior by advection, but not on the boundaries (see
Sec. 3.5 on energetic consistency). The mass fluxes in the operator include
an extra average in both horizontal directions, denoted (..)

xy
. Both the

horizontal and vertical mass fluxes in a U-cell are the average of the four
surrounding T-cell mass fluxes. This is illustrated in Figure 3.4 for the mass
flux in the x-direction. As a consequence, the vertical velocity in a U-cell
is exactly the area-weighted average of the four surrounding T-cell vertical
velocities w. This averaging is necessary in order to maintain the energetic
balance between the global mean work done by the pressure gradient and the
change in gravitational potential energy (Smith et al., 1992), see also Sec. 3.5
on energetic consistency. An additional advantage of this flux averaging in
U-cells is that it substantially reduces noise in the vertical velocity field
compared to other approaches (Webb, 1995). At the bottom of a column of
ocean U-cells wU is not necessarily zero, because it is the weighted average
of the surrounding w’s, some of which may be nonzero if it is a “rim” point
where k = KMU but at least one of the surrounding T-points has k <
KMT. It can be shown that the value of wU at these points approximates
the boundary condition for tangential flow along the sloping bottom w =
−u ·∇H (Semtner, 1986). Momentum is advected through the surface using
the vertical velocity (3.16) averaged to U-points and with αz = α1 (where
α = ux or uy) in (3.23).

3.4.2 Metric Terms

The metric terms (third and fourth terms on the l.h.s. in 3.22) are con-
structed using a simple C-grid discretization of the metric factors, as in
(2.26) and (2.27). Specifically, kx and ky at U-points are:

KXUi,j = [HUWi+1,j − HUWi,j]/UAREAi,j

KYUi,j = [HUSi,j+1 − HUSi,j]/UAREAi,j (3.24)

3.4.3 Horizontal Friction

Several options for horizontal friction are available in the code. In this
section a simple spatial discretization of the Laplacian-type formulation with
a spatially varying viscous coefficient as given by (2.30) is presented. The
biharmonic friction operator obtained by applying (2.28) twice is described
in Sec. 7.2.2. More sophisticated formulations of the viscosity based on a
functional discretization of the friction operator formulated as the divergence
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u y
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Figure 3.4: Advective mass fluxes through lateral faces of T-cells (narrow
solid lines) and U-cells (thick solid line). U-cell fluxes are the average of the
four surrounding T-cell fluxes. A similar averaging applies to the vertical
fluxes.

of a viscous stress that is linearly related to the components of the strain-
rate tensor are described in Sections 7.2.3 and 7.2.3. These include an
anisotropic formulation of the viscosity and the use of Smagorinksy-type
nonlinear viscous coefficients.

The Laplacian horizontal friction terms (2.28) and (2.30) are constructed
from a C-grid discretization of both the Laplacian and the metric terms. The
discrete Laplacian terms are given by:

∇ ·AM∇u =
1

∆y
δx(AM

x
∆yδxu) +

1

∆x
δy(AM

y
∆xδyu) (3.25)

where AM , defined at U-points, is averaged across cell faces inside the diver-
gence. Terms proportional to kx and ky in (2.28) and (2.30) are evaluated
using (3.24). Terms involving derivatives of kx and ky are evaluated with
kx, ky defined at T-points and averaged along U-cell faces. For example, the
term δxAMkx is evaluated as:

δxAM
x
kx

y
=

0.25{[(AM )i+1,j + (AM )i,j][KXTi+1,j+1 + KXTi+1,j]

−[(AM )i,j + (AM )i−1,j ][KXTi,j+1 + KXTi,j]}/DXUi,j (3.26)

where AM is averaged across the U-cell faces, and kx, ky at T-points are
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given by

KXTi,j = [HTEi,j − HTEi−1,j]/TAREAi,j

KYTi,j = [HTNi,j − HTNi,j−1]/TAREAi,j (3.27)

Finally, in those terms in (2.28,2.30) that involve single derivatives of the
velocities or viscosities (e.g. δxuy or, δxAM ) the derivatives are evaluated
as differences across the cell without using the central value. For example,
δxuy at point (i, j) is evaluated as:

[(uy)i+1,j − (uy)i−1,j ]/[HTNi,j + HTNi+1,j ] (3.28)

The no-slip boundary conditions are implemented by simply setting ux =
uy = 0 on all lateral boundary points. Modifications to the operator when
partial bottom cells are used are described in Sec. 5.2.2.

3.4.4 Vertical Friction

The spatial discretization of the vertical friction terms is essentially identical
to that of the vertical diffusion described in Sec. 3.3.3. The spatial discretiza-
tion of both FV (ux) and FV (uy) is identical to (3.19) with κ replaced by the
vertical viscosity µ and ϕ replaced by one of the velocity components ux or
uy. Modifications for partial bottom cells are discussed in Sec. 5.2.2. The
boundary conditions at the top and bottom of the column of U-points are

µδz(ux, uy) → (τx, τy) at z = 0

µδz(ux, uy) → c|u|(ux, uy) at z = −HU (3.29)

where (τx, τy) are the components of the surface wind stress along the coor-
dinate directions, and a quadratic drag term is applied at the bottom of the
column. The dimensionless constant c is typically chosen to be of order 10−3.
The semi-implicit treatment of these terms is described in Sec. 4.4.2. Var-
ious subgrid-scale parameterizations for the vertical viscosity are described
in Sec. 7.3.

3.5 Energetic Consistency

The energetic balances in the free-surface formulation are described in de-
tail in Dukowicz and Smith (1994). However, this reference predates the
implementation of a variable-surface thickness layer (Sec. 5.2.1) and partial
bottom cells (Sec. 5.2.2), both of which influence the energetic balances.
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Time Discretization

The POP model uses a three-time-level second-order-accurate modified leap-
frog scheme for stepping forward in time. It is modified in the sense that
some terms are evaluated semi-implicitly, and of the terms that are treated
explicitly, only the advection operators are actually evaluated at the central
time level, as in a pure leapfrog scheme. The diffusive terms are evaluated
using a forward step. The reason for this is that the centered advection
scheme is unstable for forward steps, and the diffusive scheme is unstable
for leapfrog steps.

4.1 Filtering Timesteps

Leapfrog schemes can develop computational noise due to the partial decou-
pling of even and odd timesteps. In a pure leapfrog scheme they are com-
pletely decoupled and the solutions on the even and odd steps can evolve
independently, leading to 2∆t oscillations in time. There are several meth-
ods to damp the leapfrog computational mode, two of which are currently
implemented in POP.

One is to occasionally take a forward step or an Euler forward-backward
step, sometimes called a Matsuno timestep (Haltiner and Williams, 1980).
The Matsuno step is a forward predictor step followed by a “backward”
step which is essentially a repeat of the forward step but using the predicted
prognostic variables from the first pass to evaluate all terms except the time-
tendency term (see Sec. 4.2). The Matsuno step is more expensive than a
forward step, but it is stable for advection.

The other method is to occasionally perform an averaging of the solution
at three successive time levels to the two intermediate times, back up half a

24
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timestep and proceed. The later procedure is referred to as an “averaging
timestep” (Dukowicz and Smith, 1994) and is the recommended method for
eliminating the leapfrog computational mode. The leapfrog scheme gener-
ates two different “trajectories” of the solution, one corresponding to even
and one to odd steps. The advantage of the averaging step is that it places
the solution on the average trajectory, whereas the forward and Matsuno
steps select only one trajectory, corresponding to either the even or the odd
solution. Experience has shown that some model configurations are not sta-
ble using Matsuno filtering timesteps, and this is especially true with the
variable-thickness surface layer (Sec. 5.2.1).

On the very first time step of a spinup from rest a forward step is taken
to avoid immediately exciting a leapfrog computational mode (this feature is
hardwired into the code). In the presentation below, the time discretization
of various terms will first be presented for a regular leapfrog step, then the
discretization for the forward and backward steps will be given.

4.2 Tracer Transport Equations

Labeling the three time levels on a given step as n − 1, n, and n + 1, the
tracer transport equation (3.11) is discretized in time as follows:

(1+ξn+1)ϕn+1−(1+ξn−1)ϕn−1 = τ [−L(n)
T (ϕn)+DH(ϕn−1)+DV (ϕλ)+Fn

W
]

(4.1)
ϕλ = λϕ(n+1) + (1 − λ)ϕ(n−1) (4.2)

where ∆t is the timestep and τ = 2∆t. Fn
W

is given by (3.13) with q
W

and
ϕ evaluated at time n, and ξn is given by (3.12) with η evaluated at time n.
The superscript (n) on the advection operator indicates that the advective
mass fluxes are evaluated using the time n velocities. The vertical diffusion
term may be evaluated either explicitly or semi-implicitly. In the explicit
case λ = 0. For semi-implicit diffusion λ ≥ 1/2 is required for stability, and
the code is usually run with λ = 1. The surface forcing (3.20), applied as a
boundary condition on the vertical diffusion operator, is evaluated at time n
for both explicit and semi-implicit mixing. The modifications to the tracer
transport equations with implicit vertical mixing are described in Sec. 4.2.2.

With pressure averaging (see Sec. 4.4.1) the potential temperature and
salinity at the new time are needed to evaluate the pressure gradient at the
new time. This is required in the baroclinic momentum equations before
the barotropic equations have been solved for the surface height at the new
time. Therefore, (4.1) cannot be used to predict the new tracers because
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ξn+1 is not yet known. Instead an approximation is made to predict the
new temperature and salinity which are then used to evaluate the pressure
gradient at the new time. After the barotropic equations have been solved,
the new potential temperature and salinity are corrected so that they satisfy
(4.1) exactly. The equations for predicting and correcting the tracers at the
new time are obtained as follows. The l.h.s. of (4.1), which involves the
unknown surface height ηn+1, is approximated as:

(1 + ξn+1)ϕn+1 − (1 + ξn−1)ϕn−1 = (ϕn+1 − ϕn−1)+
1
2

(
ξn+1 + ξn−1

)
(ϕn+1 − ϕn−1) + (ξn+1 − ξn−1)1

2

(
ϕn+1 + ϕn−1

)

≈ (1 + ξn)(ϕn+1 − ϕn−1) + 2(ξn − ξn−1)ϕn (4.3)

With this approximation, the equations for predicting and correcting Θ and
S are given by:
Predictor:

(1 + ξn)(ϕ̂n+1 − ϕn−1) = −2(ξn − ξn−1)ϕn + τF (4.4)

Corrector:

(1 + ξn+1)ϕn+1 = (1 + ξn)ϕ̂n+1 + (ξn − ξn−1)(2ϕn − ϕn−1) (4.5)

where ϕ̂n+1 is the predicted tracer at the new time, and F represents all
terms in brackets on the r.h.s. of (4.1). Note that these equations are used
only to predict and correct Θ and S; all passive tracers are updated directly
using (4.1).

The time discretization for the two-time-level forward and backward
steps is given by
Forward step:

(1 + ξ∗)ϕ∗ − (1 + ξn)ϕn = τ [−L(n)
T (ϕn) + DH(ϕn) + DV (ϕλ) + Fn

W
]

ϕλ = λϕ∗ + (1 − λ)ϕn (4.6)

Backward step:

(1 + ξn+1)ϕn+1 − (1 + ξn)ϕn = τ [−L(∗)
T (ϕ∗) + DH(ϕ∗) + DV (ϕλ) + Fn

W
]

ϕλ = λϕn+1 + (1 − λ)ϕn (4.7)

Here τ = ∆t and ϕ∗, the predicted tracer at the new time from the forward
step, is used to evaluate the r.h.s. in the backward step. ξ∗ is given by (3.12)

with η = η∗. L(∗)
T is the advection operator evaluated using the predicted

velocities from the forward step (see Sec. 4.4). For a forward step only,
ϕ∗ = ϕn+1. The surface forcing applied to DV , as well as the freshwater
tracer flux F

W
, are evaluated at time n in both forward and backward steps.
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4.2.1 Tracer Acceleration

The acceleration technique of Bryan (1984) can be used to more quickly spin
up the model to a steady state by modifying the timestep for the momentum
equation, or tracers in the deep ocean. The basic method is to modify the
time step τ as follows in the baroclinic and barotropic momentum equations:
(4.20) and (4.39)

τ → τ
(u)
k = τ (u)/α (4.8)

and in the tracer transport equation (4.1)

τ → τ
(ϕ)
k = τ (ϕ)/γk (4.9)

where superscripts denote timesteps for the momentum and continuity (u),
and tracers (ϕ). α and γk are acceleration factors specified in the namelist
model input: dtuxcel = α−1, dttxcel(k) = (γk)

−1, in addition to the tracer
timestep. Note that τ (u) is not a model input.

There are some points to make about the use of acceleration. First, a
disadvantage of depth-dependent tracer acceleration is that it leads to non-
conservative advective and diffusive fluxes when γk 6= γk+1. For this reason,
it is recommended that profiles of γk be smooth functions of depth, and that
the largest vertical discontinuities in γk be restricted to depths where fluxes
are small enough that tracers are well conserved. The depth-dependent
tracer timestep must also be accounted for in the convective adjustment
and vertical mixing routines. These changes are described in Secs. 7.3.1,
4.2.3, and 4.4.2. Danabasoglu (2004) shows some detrimental effects of the
tracer non-conservation with this type of acceleration method, including
the model approaching an incorrect steady state solution. Therefore, it is
recommended that the depth-dependent tracer acceleration not be used.

Second, if α 6= γ1, then the surface forcing for momentum does not occur
at the correct time because the model calender and forcing fields are based
on the surface tracer time step. For this reason, if momentum acceleration,
α 6= 1, is used, then a subsequent synchronous integration is required to get
the momentum and tracer fields back in step. This acceleration technique
is recommended by Danabasoglu (2004), who used a value of α = 5. Third,
if the variable thickness surface layer option is used with virtual salt flux
boundary conditions, see Sec. 5.2.1, Danabasoglu (2004) shows the momen-
tum acceleration technique is stable, despite the fact that the time stepping
discretizations in the tracer transport and barotropic continuity equations
are inconsistent.
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4.2.2 Implicit Vertical Diffusion

The tracer equations with implicit vertical diffusion involve the solution
of a tridiagonal system in each vertical column of grid points. This is a
relatively easy thing to do because the system does not involve any coupling
with neighboring points in the horizontal direction. The equations solved in
the code are

[1 + ξn+1 − λτA(κ)]∆ϕ = −(ξn+1 − ξn−1)ϕn−1

+ τ [−L(n)
T (ϕn) + DH(ϕn−1) + A(κ)ϕn−1 + Fn

W
]

A(κ) = δzκδz , ∆ϕ ≡ ϕn+1 − ϕn−1 (4.10)

where τ = 2∆t. For explicit diffusion λ = 0, so the term in brackets on the
right corresponds to the exact r.h.s. in the explicit case. The system is solved
for the change in tracer ∆ϕ, subject to the no-flux boundary conditions

δz∆ϕ = 0 at both z = 0 and z = −HT . (4.11)

Note that because the surface forcing and freshwater tracer fluxes are eval-
uated at time n, they are entirely contained in the r.h.s. of (4.10) and hence
are not directly imposed as a boundary condition on the operator.

The predictor and corrector steps for updating Θ and S with pressure
averaging (Sec. 4.4.1) are given by:
Predictor:

[1 + ξn − λτA(κ)]∆ϕ = −2(ξn − ξn−1)ϕn + τF

∆ϕ ≡ ϕ̂n+1 − ϕn−1 (4.12)

Corrector:

[1 + ξn+1 − λτA(κ)]∆ϕ = (ξn − ξn−1)(2ϕn − ϕn−1) − (ξn+1 − ξn)ϕ̂n+1

∆ϕ ≡ ϕn+1 − ϕ̂n+1 (4.13)

where F represents all terms in brackets on the right-hand side of (4.10).
These reduce to (4.4) and (4.5) in the limit λ = 0. Note that both the
predictor and corrector steps involve the solution of a tridiagonal system.

In forward and backward timesteps the implicit equations have the form:
Forward step:

[1 + ξ∗ − λτA(κ)]∆ϕ = −(ξ∗ − ξn)ϕn

+ τ [−L(n)
T (ϕn) + DH(ϕn) + A(κ)ϕn + Fn

W
]

∆ϕ ≡ ϕ∗ − ϕn (4.14)
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Backward step:

[1 + ξn+1 − λτA(κ)]∆ϕ = −(ξn+1 − ξn)ϕn

+ τ [−L(∗)
T (ϕ∗) + DH(ϕ∗) + A(κ)ϕn + Fn

W
]

∆ϕ ≡ ϕn+1 − ϕn (4.15)

where τ = ∆t.

4.2.3 Tridiagonal Solver

For the tridiagonal solution of (4.10), (4.12), (4.13), (4.14) or (4.15), a new
algorithm is used (Schopf and Loughe, 1995) which is more accurate and
stable than traditional methods. These equations have the form:

(1 + ξ)Xk − λ
τk
dzk

[ κk− 1

2

dzk− 1

2

(Xk−1 −Xk) −
κk+ 1

2

dzk+ 1

2

(Xk −Xk+1)
]

= Rk (4.16)

where Xk = ∆ϕ at level k, Rk is the r.h.s., and a depth-dependent timestep
∆tk (τk = 2∆tk for leapfrog and τk = ∆tk for forward/backward timesteps)
is used with tracer acceleration (see Sec. 4.2.1). Here ξ = ξn+1, except in
the predictor step (4.12) where ξ = ξn. (4.16) can be rewritten in the form
of a tridiagonal system:

−AkXk+1 + CkXk − Ak−1Xk−1 = R′
k (4.17)

Ak = λ
κk+ 1

2

dzk+ 1

2

Ck = h′k +Ak +Ak−1

R′
k = hkRk

hk =
dzk
τk

h′k = hk(1 + ξ)

The algorithm for the solution of this system involves a loop over vertical
levels to determine the coefficients:

Ek = Ak/Dk (4.18)

Fk = (R′
k +Ak−1Fk−1)/Dk

where

Bk = Ak(h
′
k +Bk−1)/Dk

Dk = h′k +Ak +Bk−1
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The loop begins at k = 1 with A0 = B0 = F0 = 0. This is followed by
another vertical loop to determine the solution by back substitution:

Xk = EkXk+1 + Fk (4.19)

This loop begins at the bottom with Xk+1 = 0 when k = KMT.

4.3 Splitting of Barotropic and Baroclinic Modes

The barotropic mode of the primitive equations supports fast gravity waves
with speeds of

√
gH ∼ 200 m s−1. If resolved numerically, these waves

impose a severe restriction on the model timestep. However, they have little
effect on the dynamics, especially on timescales longer than a day or so. To
overcome this severe limitation on the timestep, the barotropic mode is split
off and solved as a separate 2-D system (see Sec. 4.5).

The barotropic equations are taken to be the vertically integrated mo-
mentum and continuity equations. The true barotropic mode is not ex-
actly isolated by the vertically integrated system, except in the limit of
a flat-bottom topography, a rigid lid, and a depth-independent buoyancy
frequency. Nevertheless, it suffices in practice to isolate and treat the verti-
cally integrated system. Then, provided advective and diffusive CFL limits
do not control the timestep, the baroclinic equations can be integrated with
a timestep that is controlled by the gravity-wave speed of the first inter-
nal mode, which is of order 2 m s−1, two orders of magnitude smaller than
the barotropic wave speed. The procedure for solving the split barotropic-
baroclinic system is as follows.

1) First the momentum equations are solved, without including the surface
pressure gradient, for an auxiliary velocity u′. This is what the momentum
at the new time would be in the absence of the surface pressure gradient,
which is depth-independent and hence determined only by the solution of
the vertically integrated system. The time discretization of the resulting
“baroclinic momentum equations” written in vector form is:

u′ − un−1

τ
+ L̃U(un) − f ẑ× uαγ = − 1

ρo
∇ph + FH(un−1) + FV (uλ)(4.20)

where τ = 2∆t, L̃U represents the advection operator plus metric terms
acting on both components of velocity, and FH and FV are now horizontal
vectors. The overbars indicate various averages over the three time levels
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for the semi-implicit treatment of the Coriolis, hydrostatic pressure gradient,
and vertical mixing terms. The velocities are averaged as:

uαγ = αu′ + γun + (1 − α− γ)un−1 (4.21)

uλ = λu′ + (1 − λ)un−1 (4.22)

where α, γ, λ are coefficients used to vary the time-centering of the velocities.
The averaging for the hydrostatic pressure ph is discussed in Sec. 8.1.2.
To maintain an accurate time discretization of geostrophic balance, it is
important that, in the averaging over the three time levels, the velocity and
pressure are centered at the same time, i.e. if they are centered at time (n),
then the coefficients for the variables at times (n + 1) and (n − 1) must be
equal.

2) Next the vertical average of u′ is subtracted. The result is the baroclinic
velocity:

ũ′
k = u′

k − 1

HU

km∑

k′=1

dzk′ u′
k′ (4.23)

3) Finally, the barotropic system is solved for the barotropic velocity at the
new time Un+1 (see Sec. 4.5), and this is added to the normalized auxiliary
velocities to obtain the full velocities at the new time:

un+1
k = ũ′

k + Un+1 (4.24)

The barotropic velocity is defined by

U =
1

H + η

∫ η

−H
dz u(z)

≈ 1

H

∫ 0

−H
dz u(z) =

1

HU

km∑

k=1

dzk uk . (4.25)

where η is the displacement of the free surface relative to z = 0. As discussed
in Secs. 4.5 and 5.2.1, in the current version of the POP model we assume
η ≪ dz1 and approximate the barotropic velocity as the vertical integral
from z = −H to z = 0 in (4.25).
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4.4 Baroclinic Momentum Equations

The time discretization of the baroclinic momentum equations for leapfrog
steps is given by (4.20). For forward and backward steps, the time dis-
cretization is
Forward steps:

u′∗ − un

τ
+ L̃U(un) − f ẑ× uθ = − 1

ρo
∇pn

h + FH(un) + FV (uλ′

)

uθ = θu′∗ + (1 − θ)un

uλ′

= λ′u′∗ + (1 − λ′)un (4.26)

Backward steps:

u′ − un

τ
+ L̃U(u′∗) − f ẑ× uθ = − 1

ρo
∇p∗h + FH(u′∗) + FV (uλ′

)

uθ = θu′ + (1 − θ)un

uλ′

= λ′u′ + (1 − λ′)un (4.27)

where τ = ∆t, and p∗h is the predicted hydrostatic pressure from the forward
step. u′ is the unnormalized momentum, as in (4.20) and (4.23), and u′∗ is
the same quantity predicted by the forward step only. θ = 0.5 is hardwired
into the code. This choice was made (rather than choosing θ = 0 where
both Coriolis and pressure gradient would be centered and time n) because
the forward step is unstable if the Coriolis terms is treated explicitly.

4.4.1 Pressure Averaging

The method of Brown and Campana (1978) is used for the semi-implicit
treatment of the hydrostatic pressure gradient on leapfrog timesteps, where
the averaging of the pressure over the three time levels in (4.20) is given by

1

ρo
∇ph =

1

ρo
∇(

1

4
pn+1 +

1

2
pn +

1

4
pn−1) (4.28)

This choice of coefficients allows for a factor of two increase in the CFL limit
associated with internal gravity waves, and hence a factor of two increase
in timestep if internal gravity waves are the controlling factor (see Maltrud
et al., 1998, for a simple proof of this property).

The new pressure at time (n + 1) is obtained by updating the tracer
transport equations for the temperature Θ and salinity S before the baro-
clinic momentum equations are solved. Then the density and hydrostatic
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pressure at the new time can be diagnosed from the equation of state and the
hydrostatic equation. The convective adjustment is done afterwards and this
modifies the new Θ and S and hence the new pressure. So, in this case the
new pressure before convective adjustment is used in (4.28). With implicit
vertical mixing the vertical loops over tracer and momentum are separated,
and the implicit vertical diffusion of tracers is done after the tracer loop
and before the momentum loop, so in that case the exact pressure at the
new time is used in (4.28). Equation (4.28) applies to leapfrog timesteps.
On forward steps the time n pressure is used, and on backward steps the
predicted pressure from the first pass is used (see (4.26), (4.27)).

4.4.2 Semi-Implicit Treatment of Coriolis and Vertical Fric-
tion Terms

A semi-implicit treatment of the Coriolis terms can allow a somewhat longer
timestep due to filtering of inertial waves and barotropic Rossby waves, but
the main motivation in POP is to damp the Rossby-wave computational
mode which appears in the implicit free-surface formulation of the barotropic
equations, as shown in Sec. 4.5 and Dukowicz and Smith (1994). Since
the barotropic equations are the exact vertical average of the momentum
equations, the Coriolis terms in the baroclinic equations must also be treated
semi-implicitly. While it is possible to run POP with explicit treatment
of the Coriolis terms, we strongly recommend against this because of the
above-mentioned computational mode. The following discussion assumes
the Coriolis terms are treated semi-implicitly.

The simultaneous semi-implicit treatment of both Coriolis and vertical
mixing terms leads to a coupled system where both components of velocity
must be solved for simultaneously. To avoid this, we employ an operator
splitting which maintains the second-order accuracy of the time discretiza-
tion. To illustrate this splitting, we write the momentum equations in the
matrix form

u′ − un−1 + τBuαγ = τF + τA(µ)uλ (4.29)

τ = 2∆t, u =

(
ux

uy

)
, B =

(
0 −f
f 0

)
, A(µ) = δzµδz

where u is the velocity vector organized in block form and B is a 2×2 matrix
in the space of the two velocity components. F represents all other terms
in the momentum equation that are treated explicitly (advection, metric,
pressure gradient and horizontal diffusion terms). The time-averaging of



CHAPTER 4. TIME DISCRETIZATION 34

the velocities uαγ and uλ are given by (4.21) and (4.22). Equation (4.29)
can be rewritten as

[I − λτA(µ) + ατB]∆u = τF′

F′ ≡ {F − B[γun + (1 − γ)un−1] + A(µ)un−1}
∆u ≡ u′ − un−1 (4.30)

where I is the identity matrix. The operator splitting is given by

[I − λτA(µ) + ατB] = [I + ατB][I − λτA(µ)] + O(τ2) (4.31)

and thus second-order accuracy in time is maintained by dropping the O(τ2)
terms and solving the simpler system

[I − λτA(µ)]∆u = (I + ατB)−1τF′ (4.32)

The r.h.s. of (4.32) can be evaluated analytically using

(I + ατB)−1 =
1

1 + (ατf)2
(I − ατB) . (4.33)

Note again that the surface forcing is contained only on the r.h.s. of (4.32).
Furthermore, the quadratic bottom drag term (3.29) is evaluated at the
lagged time (n− 1) and also appears only on the r.h.s. By lagging the bot-
tom drag term, the tridiagonal systems for ux and uy are linearized and de-
coupled, which greatly facilitates their solution. Again, λ = 0 is the explicit
vertical mixing case. For implicit vertical mixing, λ > 0.5 is required, and
the code is typically run with λ = 1. In the barotropic equations (Sec. 4.5)
we choose α = γ = 1/3, which is hardwired in the code, and it is clear from
(4.21) that the Coriolis terms are centered at time n.

On forward and backward steps the splitting is given by
Forward step:

u′∗ − un + τBuθ = τF + τA(µ)uλ′

or

[I − λ′τA(µ) + θτB]∆u = τ [Fn − Bun + A(µ)un]

∆u ≡ u′∗ − un (4.34)

Backward step:

u′ − un + τBuθ = τF + τA(µ)uλ′

or

[I − λ′τA(µ) + θτB]∆u = τ [F∗ − Bun + A(µ)un]

∆u ≡ u′ − un (4.35)
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where τ = ∆t, Fn represents the advection and hydrostatic pressure gradient
terms evaluated at time n, and F∗ represents the same terms evaluated using
the predicted variables from the forward step. In (4.34) and (4.35) uλ′

is
defined as in (4.26) and (4.27), respectively. Now employing the operator
splitting

[I − λ′τA(µ) + θτB] = [I + θτB][I− λ′τA(µ)] + O(τ2) (4.36)

the tridiagonal systems analogous to (4.32) are:
Forward step:

[I − λ′τA(µ)]∆u = (I + θτB)−1τ [Fn − Bun + A(µ)un]

∆u ≡ u′∗ − un (4.37)

Backward step:

[I − λ′τA(µ)]∆u = (I + θτB)−1τ [F∗ − Bun + A(µ)un]

∆u ≡ u′ − un (4.38)

Again, θ = 0.5 is hardwired into the code.

4.5 Barotropic Equations

POP uses the implicit free-surface formulation of the barotropic equations
developed by Dukowicz and Smith (1994), and this formulation is pre-
sented here. Other possible options are the rigid-lid streamfunction ap-
proach (Bryan, 1969), the rigid-lid surface pressure approach (Smith et al.,
1992; Dukowicz et al., 1993), and the explicit free-surface method (Killworth
et al., 1991), which involves subcycling the barotropic mode with a smaller
timestep than that used in the baroclinic equations.

The prognostic equation for the barotropic velocity, defined by (4.25), is
obtained by vertically integrating the momentum and continuity equations.
The barotropic momentum equation in block form, analogous to (4.29), is
given by:

Un+1 − Un−1 + τBU
αγ

= −τg∇ηαγ + τFB

U
αγ

= αUn+1 + γUn + (1 − α− γ)Un−1

ηαγ = αηn+1 + γηn + (1 − α− γ)ηn−1 (4.39)

where η = ps/ρ0
g is the surface height, and FB is the vertical integral of

all terms besides the time-tendency, Coriolis, and surface pressure gradient
terms in the momentum equation.
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4.5.1 Linear Free Surface Model

A prognostic equation for the free surface height η is obtained by vertically
integrating the continuity equation

∫ η

−H
dz(∇ · u +

∂w

∂z
) =

∂

∂t
η + ∇ · (H + η)U − q

W
= 0, (4.40)

where we have used the surface boundary condition on the vertical velocity:

w(η) = dη/dt − q
W

=
∂

∂t
η + u(η) · ∇η − q

W
, (4.41)

and U is the vertically averaged horizontal velocity:

U =
1

H + η

∫ η

−H
dzu(z) (4.42)

where w(η) and u(η) are the vertical and horizontal velocities at the surface,
and q

W
is freshwater flux. This result is derived using Leibnitz’s Theorem

to interchange the order of integration and differentiation. A difficulty with
this form of the barotropic continuity equation is that, in the implicit time
discretization of the barotropic equations, the term proportional to η inside
the divergence in (4.40) leads to a nonlinear elliptic system, and standard
solution methods such as conjugate gradient algorithms cannot be directly
applied to it. To avoid this, POP uses a linearized form of the barotropic
continuity equation which is derived as follows. Integrating the continuity
equation over depth as before, but modifying the boundary condition (4.41)
by dropping the term involving ∇η (which can be shown to be of order
|η|/dz1 relative to the time tendency term), we find:

∫ η

−H
dz(∇ · u +

∂w

∂z
) =

∂

∂t
η + ∇ ·HU +

∫ η

0
dz∇ · u− q

W
= 0 (4.43)

w(η) =
∂

∂t
η − q

W
(4.44)

U =
1

H

∫ 0

−H
dzu(z) (4.45)

To obtain the linearized barotropic continuity equation we drop the term∫ η
0 dz ∇ · u in (4.43), which corresponds to neglecting the horizontal mass

flux between z = 0 and z = η:

∂

∂t
η + ∇ ·HU = q

W
. (4.46)
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This derivation makes it clear that in the advection operators the horizontal
mass flux between z = 0 and z = η must be neglected in order to be
consistent with (4.46). So there are four ingredients to the linear free surface
model: 1) the barotropic continuity equation is given by (4.46) instead of
(4.40); 2) the barotropic velocity is given by (4.45) instead of (4.42); 3) the
vertical velocity at the surface, which is used to integrate the continuity
equation from the top down, is given by (4.44) instead of (4.41); and 4) the
horizontal mass fluxes between z = 0 and z = η should be neglected in the
advection operators and when integrating the continuity equation to find the
vertical velocities. In the discrete equations this means that the horizontal
mass fluxes in the surface cells are proportional to the full cell height dz1,
rather than dz1 + η (see Sec. 5.2.1). This linear approximation is valid
provided the surface displacement is small compared to the depth of the
full ocean: |η| ≪ H, and in the discrete equations the surface displacement
must also be small compared to the depth of the surface layer: |η| ≪ dz1.

With a non-zero freshwater flux q
W

the mean volume of the ocean is not
constant, even though the velocity field is divergence free. Integrating (4.46)
over horizontal area, we find

d

dt

∫
dV =

∫
da

∂

∂t
η =

∫
da q

W
(4.47)

where da = dxdy is the horizontal area element. So the total volume of the
ocean will change unless the surface-integrated freshwater flux vanishes.

4.5.2 Time Discretization of the Barotropic Equations

In the implicit free-surface formulation the continuity equation (4.46) is
discretized in time using a forward step as follows:

ηn+1 − ηn

∆t
+ ∇ ·HU

α′

= qn
W

U
α′

= α′Un+1 + (1 − α′)Un (4.48)

where α′ is a coefficient used to vary the time centering of the velocity in
the continuity equation. The barotropic equations support three types of
linear waves: two gravity waves (one in each horizontal direction) and one
Rossby wave. In a pure leapfrog discretization, there would be three com-
putational modes, one associated with each of these waves. By choosing the
forward discretization (4.48), one computational mode is eliminated, leav-
ing one gravity-like and one Rossby-like computational mode. The Rossby
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computational mode is damped by the discretization scheme if the Coriolis
terms are treated implicitly, and the gravity-wave computational mode is
strongly damped if α′ is close to 1. In Dukowicz and Smith (1994) it was
shown that the optimal set of time-centering coefficients which maximally
damps the computational modes, minimally damps the physical modes, and
minimally distorts the phase speed of the physical modes is given by the
parameter set:

α = γ =
1

3
, α′ = 1. (4.49)

Thus in (4.39)

ηαγ =
1

3
(ηn+1 + ηn + ηn−1)

and similarly for uαγ . These choices are hardwired into the code. The
physical gravity waves are damped at small space and time scales in this
implicit scheme, but the physical Rossby waves are essentially unaffected.

By inserting the barotropic momentum equation (4.39) into the continu-
ity equation (4.48) we obtain an elliptic equation for the surface height at
the new time ηn+1. However, due to the presence of the Coriolis terms, the
resulting elliptic operator is not symmetric, making it much more difficult to
invert, because standard solvers such as conjugate gradient methods require
symmetric positive-definite linear operators. This problem can be overcome
by using an operator splitting technique that maintains the second-order
accuracy of the time discretization scheme (Smith et al., 1992; Dukowicz
et al., 1993). Defining an auxiliary velocity

Û ≡ Un+1 + ατg∇(ηn+1 − ηn−1) (4.50)

equation (4.39) can be written:

(I + ατB)(Û − Un−1) = τ{FB − B[γUn + (1 − γ)Un−1]

− g∇[γηn + (1 − γ)ηn−1]} + O(fτ3) (4.51)

Dropping the O(fτ3) terms (which are the same order as the time truncation
error in this second-order scheme), and using the continuity equation (4.48)
with α′ = 1, we arrive at the elliptic system

[
∇ ·H∇− 1

gατ∆t

]
ηn+1 = ∇ ·H

[ Û

gατ
+ ∇ηn−1

]
− ηn

gατ∆t
−

qn
W

gατ
(4.52)

The procedure is to first solve (4.51) for Û, then solve (4.52) for ηn+1 (POP
actually solves for the surface pressure ps = ρ

0
gη), and finally use (4.50)
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to obtain Un+1. This system is solved in POP on leapfrog timesteps with
α = 1/3 using a diagonally preconditioned conjugate gradient algorithm
described in Sec. 4.5.3. Note that the terms dropped in (4.51) are only
O(τ3) if the timestep is small compared to the inertial period 1/f . We
therefore recommend that the model timestep be no greater than about two
hours. The scheme is stable for longer timesteps, but the barotropic mode
will start to become inaccurate as the timestep is increased above two hours.
The divergence on the r.h.s. in (4.52) is discretized with the correct B-grid
discretization, i.e., the quantity in brackets is transversely averaged as in
(3.7). The Laplacian-like operator on the l.h.s. in (4.52) is a nine-point
stencil with the correct B-grid discretization:

∇ ·H∇η =
1

∆y
δx
[
∆yHUδxηy

]y
+

1

∆x
δy
[
∆xHUδyηx

]x
. (4.53)

Unlike the friction and diffusion operators, this operator cannot be approx-
imated as a five-point stencil, because doing so would violate the energetic
balance between pressure work and change in potential energy (see Sec. 3.5).
Since the nine-point B-grid operator in (4.53) has a checkerboard null space
(see Sec. 5.2.1), the solution of (4.52) is prone to have local patches of
checkerboard noise. Strictly speaking, the operator on the l.h.s. of (4.52)
has no checkerboard null space due to the presence of the extra diagonal
term (second term in brackets). However, if the solution in some region is
in a near steady state, this diagonal term is cancelled by the next to last
term on the r.h.s., and checkerboard noise may appear. This is particularly
true in isolated bays where the solution is only weakly coupled to the in-
terior. On the other hand, the checkerboard noise has little effect on the
dynamics because only the gradient of surface height enters the barotropic
momentum equation, and the B-grid gradient operator (3.6) does not see
a checkerboard field. The only way a checkerboard surface height field can
affect the dynamics is through the vertical velocity at the surface (3.16),
which depends on the change in surface height, and is used as the surface
boundary condition to integrate the continuity equation to find the advec-
tion velocities. However, experience has so far shown that this does not lead
to serious problems with the model simulations.

It should be noted that the solution for surface height will only satisfy
the continuity equation (4.48) to the extent that the solution of (4.52) has
converged in the iterative solution of the elliptic solver. As discussed in
Sec. 3.3.1, this can lead to a small non-divergent mass flux in the bottom-
most ocean cell when the 3-D continuity equation is integrated from the top
down with w given by (4.44) at the surface, as discussed in Sec. 3.3.1. In
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practice, we suggest that the convergence criterion for the iterative solver be
chosen so that the global mean balance between pressure work and change
in potential energy is accurate to within about three significant digits (see
Sec. 3.5 on energetic consistency).

The time discretization for forward and backwards steps, corresponding
to (4.39) and (4.48) are given by:
Forward step:

U∗ − Un + τBU
θ

= −τg∇ηθ + τFn
B

η∗ − ηn

∆t
+ ∇ ·HU∗ = qn

W

U
θ

= θU∗ + (1 − θ)Un

ηθ = θη∗ + (1 − θ)ηn (4.54)

Backward step:

Un+1 − Un + τBU
θ

= −τg∇ηθ + τF∗
B

ηn+1 − ηn

∆t
+ ∇ ·HUn+1 = qn

W

U
θ

= θUn+1 + (1 − θ)Un

ηθ = θηn+1 + (1 − θ)ηn (4.55)

where we have assumed α′ = 1 as in (4.48) and (4.49). U∗ and η∗ are
the predicted barotropic velocity and surface height from the forward step.
Fn

B contains all terms other than the Coriolis, surface pressure gradient and
time-tendency terms in the barotropic momentum equation, all evaluated at
time n, and F∗

B contains the same terms but evaluated using the prognostic
variables predicted by the forward step. The operator splittings for the
forward and backward steps, analogous to (4.50) and (4.51) are:
Forward step:

Û ≡ U∗ + θτg∇(η∗ − ηn)

(I + θτB)(Û− Un) = τ{Fn
B − Bun − g∇ηn} + O(fτ3) (4.56)

Backward step:
Û ≡ Un+1 + θτg∇(ηn+1 − η∗)

(I+θτB)(Û−Un) = τ{F∗
B −Bun−g[θ∇η∗+(1−θ)∇ηn]}+O(fτ3) (4.57)

Finally, the elliptic equations for the forward and backward steps analogous
to (4.52) are given by:
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Forward step:

[
∇ ·H∇− 1

gθτ∆t

]
η∗ = ∇ ·H

[ Û

gθτ
+ ∇ηn

]
− ηn

gθτ∆t
−
qn

W

gθτ
(4.58)

Backward step:

[
∇ ·H∇− 1

gθτ∆t

]
ηn+1 = ∇ ·H

[ Û

gθτ
+ ∇η∗

]
− ηn

gθτ∆t
−
qn

W

gθτ
(4.59)

4.5.3 Conjugate Gradient Algorithm

The most efficient method we have found for solving the elliptic system of
barotropic equations (4.52) is to use a standard Preconditioned Conjugate
Gradient solver. The algorithm consists of the following steps to solve the
system Ax = b given by (4.52) multiplied by the T-cell area. A is the
symmetric positive-definite Laplacian type operator on the l.h.s. in (4.52)
(it is important to note that if (4.52) is not multiplied by the T-cell area
then the operator is not symmetric), b is the r.h.s., and x is the solution.
Lower-case Greek and Roman letters are used, respectively for scalars and
2-D arrays, and (x, y) denotes a dot product: (x, y) =

∑
ij xijyij.

PCG Algorithm:

Initial guess: xo

Compute initial residual ro = b−Axo

Set βo = 1, so = 0
For k = 1, 2, ..., kmax do

r′k−1 = Zrk−1

βk = (rk−1, r
′
k−1)

sk = r′k−1 + (βk/βk−1)sk−1

s′k = Ask (4.60)

αk = βk/(sk, s
′
k)

xk = xk−1 + αksk

rk = rk−1 − αks
′
k (4.61)

Exit if converged: (rk, rk)
1

2 < ǫa
End do
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Here Z is a preconditioning matrix. This is usually taken to be a diagonal
preconditioner Z = C−1

0 , where C0 is the diagonal matrix composed of the
central coefficient in the nine-point stencil corresponding to the operator
in (4.52). The code is set up to use a more sophisticated preconditioner
consisting of a nine-point operator which is a local approximate inverse of
the true operator (Smith et al., 1992). This preconditioner is expensive to
compute but is time independent and can be computed offline and read in
by the code. To improve the initial guess, xo is linearly extrapolated in
time from the solutions at the two previous timesteps. In the convergence
criterion (rk, rk)

1

2 < ǫa, a is the rms T-cell area. This normalization is
somewhat arbitrary, but is chosen so that ǫ has the same dimensions as the
operator (4.52) before it is multiplied by the T-cell area averaged over surface
ocean points. As discussed in Sec. 4.5.2, we suggest that ǫ be chosen such
that the global mean balance between pressure work and change in potential
energy is accurate to within about three significant digits. Typically this is
achieved for values of ǫ between 10−12 and 10−13.

The conjugate gradient solver outlined above has poor scalability on
many distributed memory computer systems. The fundamental limit to
scalability is the need for three dot products, each requiring a global sum-
mation operation and adding an inherent sychronization. A variant of the
standard conjugate gradient solution method, known as the Chronopoulos-
Gear algorithm (D’Azevedo et al., 1993), combines the separate global sums
into a single vector global sum, which reduces the latency to one third. This
option is now the default in POP, though the previous PCG algorithm is
still supported.



Chapter 5

Grids

5.1 Global Orthogonal Grids

As discussed in Sec. 3, the POP model is designed to handle any orthogonal
curvilinear coordinate system for the horizontal grid. The only information
the code needs locally at each grid point is the longitude and latitude of
velocity points and the distances to neighboring points along the two coor-
dinate directions. This information is computed offline and read in from a
file. However, there are restrictions on the global connectivity of the grid.
In the current model release, it is assumed that the computational grid can
be mapped onto a 2-D domain. When such global grids are mapped onto
the sphere they necessarily involve two singularities, analogous to the north
and south poles on a standard polar grid. In these “dipole” grids, originally
developed independently by two groups (Madec and Imbard, 1996; Smith
et al., 1995), the two singularities can be placed inside land masses (e.g.,
North America, Greenland or Asia) to construct global grids. POP also has
the ability to use what we call “tripole” grids, which were originally devel-
oped by Murray (1996). In these grids, there are two “poles” in the northern
hemisphere (usually placed in North America and Asia). These grids can
also be mapped onto a cylinder but special boundary communications are
required in order to “sew up” the line between the two northern poles. In
both dipole and tripole grids, the meshes are constructed so that there is a
smooth transition moving north from the Equator, from the southern hemi-
sphere polar grid (usually Mercator grid) to the northern “distorted” grid.
Various factors enter into the design of a given grid, and different choices
(pole locations, dipole vs. tripole) may be preferred for different problems.
In global grids the Equator is typically chosen as a grid line so that the nu-

43
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merical dispersion relation for the B-grid linear Kelvin waves is accurate. At
resolutions coarser than about 1

2

◦
, the meridional spacing near the Equator is

enhanced (to about 1
2
◦
) in order to more accurately resolve equatorial waves

and currents. Note: Software for generation of global dipole and tripole
grids is not released with the code, but will eventually be made public.

5.1.1 Dipole Grids

The simplest orthogonal grid with two arbitrarily located poles can be con-
structed analytically in one of three ways:

1. Electrostatic dipole charge distribution on a sphere: solve Poisson’s
Equation on the sphere with two electric charges of opposite sign at
the chosen pole points; the electric field lines and the lines of constant
electrostatic potential form an orthogonal coordinate system;

2. Conformal map method (Murray, 1996): project a spherical polar grid
onto a tangent plane at its equator from the point on the sphere oppo-
site the tangent point, then reproject back onto a larger sphere tangent
to the plane at the same point; the new pole points on the larger sphere
will be shifted toward its equator and the tangent point;

3. Geometric method (Smith et al., 1995): choose two axes, one which
intersects the surface of the sphere at the two pole points and one
located at the intersection of the two planes tangent to the pole points,
then the two families of planes that contain these axes intersect the
surface of the sphere in two sets of circles which form the coordinates
of an orthogonal coordinate system.

All these methods produce equivalent orthogonal grids. The only problem
with these simple analytic grids is that if one pole is located in Antarctica
and the other is displaced away from the true North Pole, then the Equator
will not be a grid line. To get around this problem, grids can be con-
structed by an iterative procedure (Madec and Imbard, 1996; Smith et al.,
1995), starting at the equator of a southern hemisphere polar grid, where the
northern pole point is gradually shifted away from the true North Pole as
successive latitude-like circles are constructed. In this manner it is possible
to construct a semi-analytic dipole grid which smoothly matches onto the
southern polar grid, and in which local changes in grid spacing are every-
where small and smooth. Composite grids that have sudden changes in grid
spacing normal to matching boundaries suffer a loss of formal second-order
accuracy of the spatial discretization scheme (Smith et al., 1995).
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Figure 5.1: A dipole grid.

An example of a semi-analytic dipole grid is shown in Figure 5.1. In this
grid the northern pole is in North America and the southern hemisphere is a
Mercator grid with a pole at the true South Pole. Note that the meridional
grid spacing near the Equator has been enhanced as discussed above. The
grid spacing in the northern hemisphere is chosen so as to minimize the
global mean aspect ratio, attempting to make each cell as nearly “square”
as possible (as in a true Mercator grid). In both hemispheres the grid
terminates in a circle enclosing the pole, and anything within this circle is
excluded (e.g., Hudson Bay in Fig. 5.1).

5.1.2 Tripole Grids

Analytic grids can also be constructed which involve more than two singu-
larities using the different methods described above for dipole grids. Various
types of multipole grids are discussed by Murray (1996). One variation that
is particularly useful for ocean models is shown in Figure 11 of Murray
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(1996). It has two singularities in the northern hemisphere and smoothly
matches onto a southern hemisphere Mercator grid. A “tripole” grid of this
type is shown in Figure 5.2. Note that the grid spacing in the Arctic is much
more uniform and the cell aspect ratios are much closer to one than in the
dipole grid in Figure 5.1. This particular grid was constructed for the French
OPA model (Madec et al., 1998), and was made available, courtesy of G.
Madec, for testing in POP. Like the dipole grid, the tripole grid is mapped
onto a cylinder (a logical 2-D array that is periodic in the x direction). The
difference is that in the dipole grid the northernmost (“upper”) boundary
of the grid corresponds to the circle surrounding the pole (e.g. the open
circle containing Hudson bay in Fig. 5.1), whereas in the tripole grid the
two northern poles both lie on the upper boundary, one is located at the
two upper corners of the logical grid (which correspond to the same point
because it is periodic) and the other at the midpoint of the upper boundary.
When the 2-D cylindrical array is mapped onto the sphere (as in Fig. 5.2)
there is a chopped pole in the southern hemisphere, but in the northern
hemisphere there is a “cut” in the grid along the line between the poles, and
flow across this line from one side of the Arctic to the other requires non-
local communication along the upper boundary of the logical grid: it must
be folded back along itself at its mid point in order to make neighboring
cells in the physical grid be adjacent in the logical grid. The indexing for
this nonlocal communication is different for quantities located at different
places (i.e. U-points or T-points) on the grid. POP does assume that in the
logical grid the upper boundary lies on the northern edge of the last row of
T-cells, so that U-points lie exactly on the upper grid boundary, along the
line between the two poles. Furthermore, it assumes that the middle pole
point lies at a U-point exactly halfway across the top of the grid.

5.2 Vertical Grid Variants

The current vertical grid in POP is a fixed Eulerian grid with depth as the
vertical coordinate. However, two options are available to mitigate some
problems encountered with such a grid. A variable-thickness surface layer
can be used to more accurately treat changes in sea surface height and fluxes
of tracers at the surface. Partial bottom cells can be used to more accurately
represent bottom topography.
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Figure 5.2: A tripole grid.

5.2.1 Variable-Thickness Surface Layer

The tracer transport equations have the form

∂

∂t
ϕ+ ∇ · uϕ+

∂

∂z
wϕ = ∇ · F +

∂

∂z
FV (5.1)

where ∇ · F = DH and ∂
∂zFV = DV are, respectively, the horizontal and

vertical diffusion operators. Integrating this equation over the model surface
level (from −h1 to η, where h1 = dz1 is the depth of the upper level) we
find:

∂

∂t

∫ η

−h1

dzϕ+ ∇ ·
∫ 0

−h1

dzuϕ − w(h1)ϕ(h1) =

q
W
ϕ(η) + ∇ ·

∫ 0

−h1

dzF + FV (η) − FV (h1) (5.2)

In deriving (5.2) the same approximations used in the linear free surface
model (Sec. 4.5.1) were employed: the boundary condition (4.44) was ap-
plied, and the advective and diffusive horizontal fluxes between z = 0 and
z = η were set to zero. Note that there is no advection of tracers through
the surface with the vertical velocity w(η).
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Some care must be taken to specify the tracer fluxes through the air-sea
interface. The total tracer flux seen by the ocean model at the surface is
given by

FT = q
W
ϕ(η) + FV (η) , (5.3)

where ϕ(η) is the tracer concentration at the sea surface and q
W
ϕ(η) repre-

sents the advection of tracers in the ocean relative to the sea surface due to
the freshwater flux. The atmosphere (or sea ice model) sees a flux of tracers
into the ocean given by

QT = q
W
ϕ

W
+Qϕ , (5.4)

where ϕ
W

is the tracer concentration in the freshwater being added or re-
moved from the ocean, (for simplicity we assume here that locally there will
be only one source of freshwater, and omit the sum over different types fresh-
water sources – see (3.13)), and Qϕ is any additional flux of tracers (e.g., for
temperature in the open ocean it corresponds to the sum of sensible, latent,
shortwave and longwave heat fluxes). In reality there is a very thin bound-
ary layer where the tracer concentration varies continuously and ϕ(η) = ϕ

W

at the interface. The models do not resolve this boundary layer and so in
general ϕ(η) 6= ϕ

W
. However, the total flux must be conserved across the

boundary layer, so that FT = QT , and this can be used to eliminate ϕ(η) in
terms of ϕ

W
. Substituting (5.4) for (5.3) in (5.2), we obtain

∂

∂t
(h1 + η)ϕ + h1∇ · u1ϕ1 − w1ϕ(h1) =

h1∇ · F1 +Qϕ − FV (h1) + q
W
ϕ

W
(5.5)

where now the flux Qϕ is applied as the surface boundary condition on DV .
The integrals over the surface layer have been evaluated by assuming the
model variables are constant within the surface layer. w1 is the velocity
at the bottom of the surface layer and w1ϕ(h1) represents tracer advection
through the bottom of the surface layer. Dividing (5.5) by h1, we arrive at
the tracer transport equation (3.11).

It remains to specify the freshwater tracer concentrations ϕ
W

. In the
case of salinity the default choice in the code is ϕ

W
= S

W
= 0, that is, the

freshwater flux q
W

= P −E+R−Fice+Mice is assumed to have zero salinity
(where P , E, R, Fice and Mice are the freshwater fluxes associated with
precipitation, evaporation, river runoff, freezing and melting of sea ice). In
the case of potential temperature, the default is to assume the freshwater has
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the same temperature as the model surface layer, so that ϕ
W

= Θ
W

= Θ1.
However, in general the tracer concentration in the freshwater may vary
depending on its source (precipitation, evaporation, etc.), and the default
assumption that these are all given by a single value ϕ

W
as in (5.4) may

be inadequate. When coupling to atmospheric or sea-ice models a more
accurate accounting of the fluxes may be needed to ensure they are conserved
between component models.

Combining (5.5) with the transport equations in the subsurface levels
and integrating over volume, we find

d

dt

∫
dV ϕ =

∫
da (Qϕ + q

W
ϕ

W
) . (5.6)

Thus tracers are conserved in the absence of surface fluxes. This is also true
of the time-discretized equations in the model. In particular, if there are no
surface fluxes of salinity, QS = 0, and if the freshwater flux has zero salinity
(ϕ

W
= S

W
= 0), then total salt is conserved.

The time discretization of (5.5) or (3.11) is given by (4.1) for leapfrog
steps and by (4.6) and (4.7) for forward and backward (Matsuno) timesteps.
All of these discrete equations conserve global mean tracers exactly in the
sense of (5.6).

There is also a small error in the time discretization associated with
the fact that we have adopted a three-time-level leapfrog scheme for the
tracer transport equations (4.1), but a two-time-level discretization for the
barotropic continuity equation (4.48). Note that in the limit of a constant
tracer ϕ = 1 the continuous transport equation (5.1), in the absence of
surface forcing, reduces to the continuity equation ∇ · u + ∂w

∂z = 0, and
the vertically integrated transport equations also reduce to the barotropic
continuity equation (4.46). This does not hold for the discrete equations
because of the inconsistency between the two- and three-time-level schemes.
The consequence of this is that a tracer which is initially constant in space
may evolve to have some small spatial variations. However, this error is
second-order in time and is typically extremely small. In a test problem in-
volving the Goldsborough-Stommel circulation (Griffies et al., 2001), which
involves only freshwater forcing at the surface, the temperature field, which
is initially constant, deviates from its initial value by only 1 part in 107 in
a 100-year integration, and furthermore, the error does not accumulate in
time. Therefore, we feel that this error is small enough that it will not cause
problems in long-term climate simulations.

Finally, note that the time discretization error when momentum accel-
eration is used, see Sec. 4.2.1, may lead to a computational instability when
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the variable thickness surface layer option is used with explicit fresh water
fluxes. Because of this possibility, we advise using the variable thickness
surface layer option with virtual salt fluxes if momentum acceleration, with
α 6= 1, is being used.

Nullspace Removal

The operator for the implicit solution of the barotropic equations for the
surface height η in (4.52) contains the Laplacian-like term (4.53). On the
B-grid this nine-point Laplacian-like operator contains two null eigenvec-
tors: a constant field and a global checkerboard (+/− or black/white) field
(a checkerboard field has the value of +1 in black cells and −1 in white
cells). The Laplacian operator on the B-grid annihilates both these types
of null fields (i.e., they have zero eigenvalue). On the C-grid, the global
checkerboard is not a null eigenvector; for this reason all the horizontal dif-
fusive operators in POP have an approximate C-grid discretization, allowing
grid-scale checkerboard noise to be damped by these operators. However,
the presence of a checkerboard component in the surface height field does
not significantly affect the dynamical solution in most cases. The dominant
effect of the surface height is through its contribution to the surface pres-
sure gradient, and on the B-grid the gradient operator also does not see the
checkerboard field. There is only a small indirect effect on the vertical ve-
locities in T-columns because they are determined by vertically integrating
the continuity equation with the surface boundary condition (3.16), which
depends on η.

In the implicit free surface formulation, the extra term on the left in
(4.52) is a diagonal term associated with the free surface (the ∂t η term in
the barotropic continuity equation). Without this diagonal term, as in the
case in the rigid-lid surface pressure formulation (Smith et al., 1992), the null
eigenvectors are not removed by the operator, and can creep into the itera-
tive solution. The diagonal term shifts the eigenvalue of both constant and
checkerboard fields away from zero so that they are damped. Therefore, in
most cases it is not necessary to explicitly remove constant or checkerboard
fields from the solution of the implicit free-surface system. However, experi-
ence has shown that the solution sometimes does develop large but localized
regions where checkerboard noise appears in the surface height. The exact
nature of such regional checkerboarding is not completely understood. It
can even occur in the rigid-lid streamfunction formulation using an approx-
imate five-point operator for the barotropic operator which has no global
checkerboard nullspace. Note that a five-point approximation is allowed in



CHAPTER 5. GRIDS 51

this case but not in the surface pressure or free-surface formulations, because
the five-point approximation to the nine-point B-grid operator violates en-
ergetic consistency (Smith et al., 1992). Experience has also shown that
this regional checkerboarding does not affect the dynamical solution, again
because it is almost completely invisible to the gradient operator. However,
with the variable-thickness surface layer (Sec. 5.2.1), such regional checker-
boarding can appear in the solution and then slowly accumulate over time,
eventually leading to large checkerboard components that can affect the so-
lution, either by contributing a large roundoff error to the pressure gradient,
or by becoming so large that in some cells the surface height descends below
the bottom of the surface layer.

When complicated lateral boundaries are included in the computational
mesh, other global null eigenvectors besides the constant and checkerboard
fields can also exist. These occur when the domain contains quasi-isolated
bays that are only connected to the rest of the ocean through openings
of one or two cell faces. These regions can have their own constant and
checkerboard nullspaces. There are two types of quasi-isolated bays that
need to be considered: 1) bays that are connected to the rest of the ocean
at the surface by only one face of a T-cell, and 2) bays that are connected
by two adjacent faces of the same T-cell, so that the mouth of the bay is
across the diagonal of the T-cell. If either of these types of bay is in the
grid, a checkerboard nullspace component of the solution can accumulate in
the bay. In the first type of bay, a constant nullspace can also accumulate.
In these smaller areas, the problems mentioned above (leading to roundoff
error or complete emptying of surface cells) accumulate more quickly in time.
Normally, bays of the first type do not appear, because it is the usual practice
during construction of a grid to eliminate all points that are connected to
the open ocean by only one cell face (such points have no influence on the
flow except through diffusion across the open face). But when the variable-
thickness surface layer is used, it is necessary to remove all isolated bays
of both types in order for the model to run stably. Once these bays are
eliminated from the grid, it is still necessary to remove the global constant
and checkerboard nullspaces associated with the full domain, to prevent
them from slowly accumulating over time. The null fields are projected
out of the solution subject to two constraints: 1) the resulting field has no
checkerboard component; and 2) the projection leaves the global mean sea
level unchanged. Denoting the null eigenvectors Pconst and Pcheck, which
are normalized to 1 and ±1, respectively, the nullspaces can be projected out
with the following operation (here X is the surface height field considered
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as a one-dimensional vector, and X′ is the same field after the projection):

X′ = X + aPconst − bPcheck

a =
XcheckVcheck

N Vconst −M Vcheck

b =
XcheckVconst

N Vconst −M Vcheck

Xcheck =
∑

X · Pcheck ,

N =
∑

Pconst · Pconst ,

M =
∑

Pcheck ·Pcheck ,

Vcheck =
∑

da ·Pcheck ,

Vconst =
∑

da ·Pconst , (5.7)

where da is the one-dimensional vector of cell areas, and the sums are over
all surface cells. It is straightforward to show that

∑
X′ · Pcheck = 0 and∑

X′ · da =
∑

X · da. The latter constraint ensures the projection does
not change the global mean sea level. This projection is applied once each
timestep immediately after the barotropic equations are solved for η.

5.2.2 Partial Bottom Cells

To better represent the bottom topography, we employ the idea of partial
bottom cells introduced by Adcroft et al. (1997) and later developed for
the MOM model by Pacanowski and Gnanadesikan (1998), for which the
thickness of bottom cells is allowed to vary in space. When we place tracer
or pressure points at the center of partial bottom cells, as shown in Fig-
ure 5.3, the finite difference for horizontal derivatives between two adjacent
points introduces an error because these points are located at different ver-
tical positions. More specifically, when we compute the horizontal pressure
gradient, we have

∂p

∂x

∣∣∣∣
z=−h(x)

=
∂

∂x

[
p |z=−h(x)

]
− gρ |z=−h(x) h(x) , (5.8)

where h(x) can be regarded as the position of tracer points. Without the
second term on the right hand side of (5.8), the pressure gradient does not
vanish even for ρ = ρ(z) for which we expect px|z=−h(x) = 0. Even though
we include the correction term, px vanishes only when ρ(z) varies linearly
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in depth, because p is computed from the hydrostatic equation pz = −ρg
by using the trapezoidal rule. Likewise, when we compute the horizontal
diffusion of tracers without taking the effects of different vertical positions
of tracer points into account, we also introduce spurious diffusion errors. To
avoid these errors, the interpolation between two vertical points has been
used in z-coordinate ocean models. More specifically, after finding T i,k by
linear interpolation between Ti,k and Ti,k−1,

T i,k = Ti,k +
min(hzi,k, hzi+1,k) − hzi,k

hzi,k − hzi,k−1

(
Ti,k − Ti,k−1

)
, (5.9)

where hz is the height of T-cells, the horizontal gradient is computed as
∆xT = Ti+1,k − T i,k, as shown in Figure 5.4. This approach seems to be
correct but it does not guarantee the negative definiteness of tracer variance:
for example, for the Laplacian horizontal mixing,

∑

i,k

(
∆2

xT i,k

)
Ti,k , (5.10)

is not sign-definite! A correct approach is to work with the functional which
can be written as

G[T ] = −1

2

∑ hyhz

hx

(
∆xT

)2
, (5.11)

where hx and hy are the horizontal grid sizes of T-cells in the x and y direc-
tions, respectively. Taking the functional derivative leads to the following
discretization for the horizontal Laplacian diffusion:

dVT D[T ] = ∆x

[(
hyhz

hx

)
κx ∆xT

]
+ ∆x

[(
hy

hx

)
∆z

(
γhzκ

x∆xT
) ]

+∆y

[(
hxhz

hy

)
κy ∆yT

]
+ ∆y

[(
hx

hy

)
∆z

(
γhzκ

y∆yT
) ]

.(5.12)

Since the correct discretization even for the simple Laplacian mixing is
too complicated and thus expensive to employ, we have made the partial-
bottom-cell implementation in POP in the following ways: (1) we leave the
pressure points at the same z-levels which introduces no pressure error and
guarantees energetic consistency. Even though some pressure points are un-
derneath the ocean floor, the pressure is computed by extrapolating tracers,
therefore density, to pressure points. (2) when we compute the tracer gra-
dients in diffusion operators, we make no interpolation for tracers. This
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Figure 5.3: Pressure and tracer points in the x-z plane above partially-filled
bottom cells.

T
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i,k-1T Ti+1,k-1

Figure 5.4: Interpolating tracer points to the same level before taking hori-
zontal derivatives.
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approach introduces spurious diffusion errors but guarantees at least the
sign-definite tracer variances, which has been given up in other OGCMs.
Our test results show the error introduced by the second approach is so
small that we can avoid any complication involving the interpolation.

Discretization

After reading the height of bottom T-cells, POP uses two additional three-
dimensional arrays for the thickness of T-cells, DZTi,j,k, and the thickness
of U -cells defined as

DZUi,j,k = min(DZTi,j,k,DZTi+1,j,k,DZTi,j+1,k,DZTi+1,j+1,k). (5.13)

Due to these variable cell heights, the spatial discretizations described in
Sec. 3 need to be modified as shown in the following.

Tracer Advection:

LT (ϕ) =
1

HT ∆T
y

δx

(
HU∆U

y ux
y
ϕx
)

+
1

HT ∆T
x

δy

(
HU∆U

x uy
x
ϕy
)

+ δz (wϕz) , (5.14)

where ∆
(U,T )
x = DX(U,T), ∆

(U,T )
y = DY(U,T), H(U,T ) = DZ(U,T), and the

vertical velocity w at bottom T -cells is found as

wk+1 − wk =
1

∆T
y

δx

(
∆U

y H
Uux

y
)

+
1

∆T
x

δy

(
∆U

xH
Uuy

x
)
. (5.15)

Laplacian Horizontal Tracer Diffusion:

DH(ϕ) =
1

HT ∆T
y

δx
(
AH

x
∆y∆

i
zδxϕ

)
+

1

HT ∆T
x

δy
(
AH

y
∆x∆j

zδyϕ
)
, (5.16)

where ∆x=HTN, ∆y=HTE, and

∆i
z = min(DZTi,j,k,DZTi+1,j,k), ∆j

z = min(DZTi,j,k,DZTi,j+1,k). (5.17)

Vertical Tracer Diffusion:

DV (ϕ) =
1

HT

[
κk+ 1

2

(ϕk+1 − ϕk)

(HT
k+1 +HT

k)/2
−
κk− 1

2

(ϕk − ϕk−1)

(HT
k +HT

k−1)/2

]
. (5.18)
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Momentum Advection:

LU (α) =
1

HU∆U
y

δx

(
HU∆U

y ux
yxy

αx
)

+
1

HU∆U
x

δy

(
HU∆U

x uy
xxy

αy
)

+ δz (wαz) . (5.19)

Laplacian Horizontal Friction:

DH(u) =
1

HU∆U
y

δx
(
AM

x
∆i

y∆
i
zδxu

)
+

1

HU∆U
x

δy
(
AM

y
∆j

x∆
j
zδyu

)

− AM

HU∆U
x ∆U

y

[
∆i

y(H
U − ∆i

z)

∆x

x

+
∆j

x(HU − ∆i
z)

∆y

y]
u, (5.20)

where ∆x=HTN, ∆y=HTE, ∆j
x=HUS, ∆i

y=HUW, and

∆i
z = min(DZUi,j,k,DZUi+1,j,k), ∆j

z = min(DZUi,j,k,DZUi,j+1,k). (5.21)

The last term of (5.20) is the drag due to the no-slip boundary condition at
lateral boundaries. Metric terms in the momentum advection and horizontal
friction remain unaffected by partial bottom cells.

Vertical Friction:

DV (u) =
1

HU

[
κk+ 1

2

(uk+1 − uk)

(HU
k+1 +HU

k )/2
−
κk− 1

2

(uk − uk−1)

(HU
k +HU

k−1)/2

]
. (5.22)

Hydrostatic Pressure: Since we leave the pressure points at the middle of
full cells, the hydrostatic pressure is computed in the same way as for the
full-cell case.

Biharmonic Horizontal Diffusion and Friction: The same operations for
the Laplacian diffusion and friction given by (5.16) and (5.20) for ϕ and u,
respectively, are applied twice.



CHAPTER 5. GRIDS 57

Isopycnal Diffusion:

DH(ϕ) =
1

HT ∆T
y

δx

[
∆y

(
HTκzx

δxϕ−HTκSxδzϕ
zx)]

(5.23)

− 1

∆T
x ∆T

y

δz

[
1

HT
z

(
HT ∆j

x∆yκSxδxϕ
xz

−HT ∆j
x∆yκS2

x

xz

δzϕ

)]

+
1

HT ∆T
x

δy

[
∆x

(
HTκzy

δyϕ−HTκSyδzϕ
zy)]

− 1

∆T
x ∆T

y

δz

[
1

HT
z

(
HT ∆x∆i

yκSyδyϕ
yz

−HT ∆x∆i
yκS

2
y

yz
δzϕ
)]
,

where ∆x=HTN, ∆y=HTE, ∆j
x=HUS, ∆i

y=HUW, Sx = δxρ/δzρ, and Sy =
δyρ/δzρ. In (5.23), for example, in the (x, z)-plane, κ in the two quarter
cells in either the east or west direction of T-cells right next to any partial
cell is reduced to

κe
i,j,k =

HT
i+1,j,k

dzk
κi,j,k, κw

i,j,k =
HT

i−1,j,k

dzk
κi,j,k , (5.24)

where dzk is the full-cell height. Similar reductions are made for κ in the
(y, z)-plane, too. Also κ in the lower half of T-cells right above any partial
cells and κ in the upper half of any partial cells are modified to

κbottom
i,j,k−1 =

HT
i,j,k

dzk
κi,j,k−1, κtop

i,j,k =
HT

i,j,k

dzk
κi,j,k . (5.25)

Remember that κ at the lower half of bottom T-cells is set to zero.

Anisotropic Viscosity:

Dx
H(u) =

1

∆U
y

δx(∆yγσ11
x
) +

1

∆U
x

δy(∆xγσ12
y
)

− ∆xk1∆yγσ22
xx

+ ∆yk2∆xγσ12
yy
, (5.26)

Dy
H(u) =

1

∆U
x

δy(∆xγσ22
y
) +

1

∆U
y

δx(∆yγσ12
x
)

− ∆yk2∆xγσ11
yy

+ ∆xk1∆yγσ12
xx
, (5.27)

where ∆x=HTN, ∆y=HTE, γ = 1 at four quarter cells at the centered U-
cell and γ’s are defined in two quarter cells adjacent to the U-cell in the
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east, west, north and south directions as

γe =
min(HU

i,j,k,H
U
i+1,j,k)

HU
i,j,k

,γw =
min(HU

i,j,k,H
U
i−1,j,k)

HU
i,j,k

, (5.28)

γn =
min(HU

i,j,k,H
U
i,j+1,k)

HU
i,j,k

,γs =
min(HU

i,j,k,H
U
i,j−1,k)

HU
i,j,k

. (5.29)

Due to no-slip boundary conditions imposed at lateral boundaries, the ve-
locity gradients to compute the stress tensor σ are re-defined as

(δxu)
e =

1

∆x
(γeui+1,j,k − ui,j,k) ,(δxu)

w =
1

∆x
(ui,j,k − γwui−1,j,k) , (5.30)

(δxu)
n =

1

∆y
(γnui,j+1,k − ui,j,k) ,(δxu)

s =
1

∆y
(ui,j,k − γsui,j−1,k) , (5.31)

(k1u)e = ke
1

ui,j,k + γeui+1,j,k

2
,(k1u)w = kw

1

ui,j,k + γwui−1,j,k

2
, (5.32)

(k2u)n = kn
2

ui,j,k + γnui,j+1,k

2
,(k2u)s = ks

2

ui,j,k + γsui,j−1,k

2
, (5.33)

where ke
1, k

w
1 , kn

2 and ks
2 are the metric terms defined on the east, west,

north and south faces.



Chapter 6

Advection

POP supports a few advection schemes, primarily for tracers where conser-
vation and monotonicity requirements are stronger. While basic centered
schemes for tracers and advection are described in Chapter 3, this chapter
describes other advection schemes implemented in POP.

6.1 Third-Order Upwind Advection

Third-order upwind schemes and variants of this scheme were introduced
by Leonard (1979a). Our implementation of third-order upwinding simply
involves the substitution of three-point interpolation for the two-point cen-
tered average in the determination of the tracer value at cell faces, and
remains in leapfrog temporal implementation.

It should be noted that improved temporal implementations have been
explored in Farrow and Stevens (1995), where they apply a predictor-cor-
rector sequence, and in Holland et al. (1998), where in addition to docu-
menting our implementation they also describe a reorganization of terms
into two groups, one of which is entirely centered in space, the other having
a dissipative form.

The finite-difference expression for the advection of tracers is

ADV (i, j, k) = − (uE T ∗
E − uW T ∗

W )/DXT

− (vN T ∗
N − vS T ∗

S)/DYT

− (wk T
∗
T − wk+1 T

∗
B)/dz (6.1)

where uW , uE , vS , vN are the T-grid cell face centered velocity components

59



CHAPTER 6. ADVECTION 60

and the directions W,E,S and N are with respect to the logical coordinates.

uE(i) = (ui,jDYUi,j + ui,j−1DYUi,j−1)/(2DXTi,j)

uW (i) = uE(i− 1)

vN (j) = (vi,jDXUi,j + vi−1,jDXUi−1,j)/(2DXTi,j)

vS(j) = (vi,j−1DXUi,j + vi−1,j−1DXUi−1,j)/(2DXTi,j) (6.2)

and the T ∗ quantities are the cell face centered tracer concentration at the
east, west, north, south, top, and bottom faces. In the standard second-
order scheme of POP, these are taken as the arithmetic average of the tracer
concentrations in adjacent cells, e.g.,

T ∗
E =

1

2
(Ti+1,j + Ti,j) (6.3)

The third point included in the three-point interpolation is taken to be
in the upwind direction,

T ∗
E(i) =

{
γTi−1 + β+Ti + α+Ti+1 uE > 0

β−Ti + α−Ti+1 + δTi+2 uE < 0
(6.4)

T ∗
W (i) = T ∗

E(i− 1) (6.5)

where the coefficients α, β, γ, δ are given by

α+ =
dxi(2dxi + dxi−1)

(dxi + dxi+1)(dxi+1 + dxi−1 + 2dxi)

α− =
dxi(2dxi+1 + dxi+2)

(dxi + dxi+1)(dxi+1 + dxi+2)

β+ =
dxi+1(2dxi + dxi−1)

(dxi + dxi+1)(dxi + dxi−1)

β− =
dxi+1(2dxi+1 + dxi+2)

(dxi + dxi+1)(dxi + dxi+2 + 2dxi+1)

γ =
−dxidxi+1

(dxi + dxi−1)(dxi+1 + dxi−1 + 2dxi)

δ =
−dxidxi+1

(dxi+1 + dxi+2)(dxi + dxi+2 + 2dxi+1)
(6.6)

where dx = DXT and the j-index is suppressed for clarity. The interface
tracer values T ∗

N , T
∗
S , T

∗
T , and T ∗

B are obtained in an analogous manner.
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6.2 Flux-Limited Lax-Wendroff Algorithm

A flux-limited version of the second-order Lax-Wendroff advection scheme
has been introduced into POP. The scheme is designed to reduce, but not
completely eliminate, the production and amplification of artificial extrema.
The artificial extrema are not completely eliminated because the flux limiter
is not a true multidimensional limiter. The scheme is constructed by com-
bining a one-dimensional flux-limited scheme with a dimensional splitting
technique. We describe in order: time stepping, the non-flux limited version
of the one dimensional scheme, the flux limiter, the dimensional splitting
technique, and how boundary conditions are handled.

The advection schemes currently available in POP, centered and third-
order upwind, use leap-frog time stepping. That is, when computing the
tracer tendency between time levels n− 1 and n+ 1 the advective operator
LT is applied to the tracer φ at time level n. However, flux-limited advection
schemes are generally designed for forward-in-time time stepping. So this
scheme applies the advective operator to the tracer φ time level n− 1. Note
that velocities are still from time level n and thus are time-centered.

The advection equation in one dimension, in advective form, is

φt + uφx = 0, (6.7)

where u is the component of the velocity in the dimension under considera-
tion. We rewrite (6.7) as

φt + (uφ)x = uxφ. (6.8)

While we assume that ∇ · ~U = 0, we do not assume the velocity to be
divergence-free in one dimension. Because of this, (6.7) and (6.8) do not
necessarily conserve total tracer content. Conservation of total tracer con-
tent will later be recovered with the splitting scheme described below.

For our description of the non-flux limited one-dimensional scheme, we
temporarily change notation from that used elsewhere in this manual. We
consider a one dimensional grid where the jth interval of the grid is denoted
Ij . Its width is ∆xj, its midpoint is xj , and its left and right endpoints
are xj−1/2 and xj+1/2 respectively. Thus, we have ∆xj = xj+1/2 − xj−1/2.
Additionally, we define ∆xj+1/2 ≡ (∆xj + ∆xj+1) /2 = xj+1 − xj. The
advection scheme under consideration discretizes (6.8) as

φn+1
j = φn−1

j − 2∆t

∆xj

(
Fj+1/2 − Fj−1/2

)
+

2∆t

∆xj

(
uj+1/2 − uj−1/2

)
φn−1

j , (6.9)
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where super- and sub-scripts indicate time and space indices respectively
and ∆t is the time step. Fj+1/2, the advective flux of φ through xj+1/2, is
given by

Fj+1/2 ≡ uj+1/2φj+1/2,

where φj+1/2 is an approximation to the average value of φ at xj+1/2 over
tn−1 ≤ t ≤ tn+1. Since φj+1/2 does not represent φ at a particular time
level, we do not denote a time level in a superscript. φj+1/2 is constructed
by

1. approximating φ
(
x, tn−1

)
with a linear fit p(x),

2. advecting p(x) exactly with velocity uj+1/2,

3. taking φj+1/2 to be the average value of the advected p(x) at xj+1/2

over tn−1 ≤ t ≤ tn+1.

The linear fit p(x) is constructed by equating p(x)’s average values over
intervals Ij+k near xj+1/2 to φn−1

j+k for k ∈ {0, 1}. That is, p(x) satisfies the
constraints

1

∆xj+k

∫

Ij+k

p(x) dx = φn−1
j+k . (6.10)

When the constructed p(x) is advected and averaged at x = xj+1/2 over
tn−1 ≤ t ≤ tn+1, the result is

φj+1/2 = φn−1
j +

1

2

(
∆xj − 2uj+1/2∆t

) φn−1
j+1 − φn−1

j

∆xj+1/2
(6.11)

= φn−1
j+1 − 1

2

(
∆xj+1 + 2uj+1/2∆t

) φn−1
j+1 − φn−1

j

∆xj+1/2
. (6.12)

This is the familiar Lax-Wendroff scheme in a form that is appropriate for
a stretched grid. We present the different forms of the same expression in
anticipation of the application of flux limiters.

The above description assumes that the velocity is specified at interval
boundaries. This leads to a natural implementation in the multidimensional
setting when normal velocities are specified at midpoints of tracer cell faces,
as is done with Arakawa C-grids (Arakawa and Lamb, 1977). However,
POP utilizes an Arakawa B-grid, where velocities are specified at tracer
cell corners. Since the one-dimensional scheme use the face velocity for the
tracer face value construction, e.g. (6.11), it is necessary to compute a face



CHAPTER 6. ADVECTION 63

velocity from the B-grid corner velocities. The normal velocity for the east
face of the i, j tracer cell is computed as

Ueast
i,j = 0.5 (DYUi,jUi,j + DYUi,j−1Ui,j−1) /HTEi,j , (6.13)

where DYUi,j = (HTEi,j + HTEi,j+1) /2, HTEi,j is the length of the east
face, and Ui,j and Ui,j−1 are the zonal velocities at the north-east and south-
east corners respectively. We note that (6.13) requires adjustment if POP is
configured with partial bottom cells and that a formula analogous to (6.13)
holds for Vnorth

i,j .
In one dimension, we employ a flux limiter that is based on the work

of Hundsdorfer and Trompert (1994), noting that the flux limiter presented
there is in fact equivalent to the ULTIMATE flux limiter of Leonard (1979b).
Solutions of (6.7) are constant along characteristics, which implies that local
extrema are not created or amplified. The purpose of the flux limiter is to
constrain the discretization to have this property as well. This is done by
modifying, as necessary, the advective flux Fj+1/2. In order to simplify the
presentation, we initially assume u > 0. We write Fj+1/2 as

Fj+1/2 = uj+1/2φj+1/2

= uj+1/2

(
φn−1

j + ψj+1/2

(
φn−1

j+1 − φn−1
j

))
, (6.14)

where ψj+1/2 is to be determined. A priori, we will impose 0 ≤ ψj+1/2 ≤ 1 in
order to avoid extrapolation in the construction of φj+1/2. We seek further
constraints on ψj+1/2 that will ensure

min
(
φn−1

j−1 , φ
n−1
j

)
≤ φn+1

j ≤ max
(
φn−1

j−1 , φ
n−1
j

)
. (6.15)

Note that constraints on ψj+1/2 are ensuring extrema constraints on the
interval that is upwind of xj+1/2 and that these extrema constraints are
expressed in terms of upwind values. Given this form for Fj+1/2, (6.9)
becomes

φn+1
j = φn−1

j − 2∆t

∆xj

[
uj−1/2φ

n−1
j + uj+1/2ψj+1/2

(
φn−1

j+1 − φn−1
j

)

− uj−1/2φ
n−1
j−1 − uj−1/2ψj−1/2

(
φn−1

j − φn−1
j−1

) ]

(6.16)

We now consider two very specific cases and then the more general third
case:
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Case I : φn−1
j = φn−1

j−1

In this case, (6.16) reduces to

φn+1
j = φn−1

j −
2uj+1/2∆t

∆xj
ψj+1/2

(
φn−1

j+1 − φn−1
j

)
,

and (6.15) reduces to φn+1
j = φn−1

j . Together, these imply ψj+1/2 = 0.

Case II : φn−1
j = φn−1

j+1

In this case, (6.16) reduces to

φn+1
j = φn−1

j −
2uj−1/2∆t

∆xj

(
1 − ψj−1/2

) (
φn−1

j − φn−1
j−1

)
,

so there is no constraint on ψj+1/2.

Case III :
(
φn−1

j+1 − φn−1
j

)(
φn−1

j − φn−1
j−1

)
6= 0

Letting θj =
(
φn−1

j − φn−1
j−1

)/(
φn−1

j+1 − φn−1
j

)
, (6.16) becomes

φn+1
j =

[
1 − 2∆t

∆xj

(
uj−1/2

(
1 − ψj−1/2

)
+ uj+1/2ψj+1/2/θj

) ]
φn−1

j

+
2∆t

∆xj

(
uj−1/2

(
1 − ψj−1/2

)
+ uj+1/2ψj+1/2/θj

)
φn−1

j−1 .

This expresses φn+1
j as a linear combination of φn−1

j and φn−1
j−1 where the

weights sum to 1. Given such a representation, (6.15) is equivalent to re-
quiring the weights to be between 0 and 1. Thus, (6.15) is equivalent to

0 ≤ 2∆t

∆xj

(
uj−1/2

(
1 − ψj−1/2

)
+ uj+1/2ψj+1/2/θj

)
≤ 1,

which in turn is equivalent to

0 ≤
uj−1/2

uj+1/2

(
1 − ψj−1/2

)
+ ψj+1/2/θj ≤

∆xj

2uj+1/2∆t
, (6.17)

where we have used the assumption uj+1/2 > 0. We now suppose that

ψj+1/2 = max
(
0,min

(
1, ψ0

j+1/2, µjθj

))
, (6.18)
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where µj ≥ 0 is to be determined, and ψ0
j+1/2 is the value of ψj+1/2 that

corresponds to the non-flux limited advection scheme. Then

0 ≤ ψj+1/2 ≤ 1 and 0 ≤ ψj+1/2/θj ≤ µj .

It follows that

0 ≤
uj−1/2

uj+1/2

(
1 − ψj−1/2

)
+ ψj+1/2/θj ≤

uj−1/2

uj+1/2
+ µj.

Comparing this to (6.17), we see that (6.17), and thus (6.15), will be ensured
if

µj ≤
∆xj

2uj+1/2∆t
−
uj−1/2

uj+1/2
=

∆xj − 2uj−1/2∆t

2uj+1/2∆t
.

In the above presentation we assumed that u > 0. The velocities used
in the analysis were uj+1/2 and the velocity in the upwind direction, uj−1/2.
With this in mind, the remaining cases to consider are u < 0, uj+1/2 > 0
and uj−1/2 < 0, and uj+1/2 < 0 and uj+3/2 > 0. The last velocity sign
pair is merely a shift by +1 of the j indices from the second pair, so it is
not necessary to separately consider this case. We note that the converging
velocity pair uj+1/2 < 0 and uj−1/2 > 0 does not arise in our analysis because
when uj+1/2 < 0, the analysis depends on uj+3/2.

We now consider the case where u < 0. In order to maintain the no-
tion that smaller values of ψj+1/2 correspond to greater diffusion, (6.14) is
replaced with

Fj+1/2 = uj+1/2φj+1/2 = uj+1/2

(
φn−1

j+1 − ψj+1/2

(
φn−1

j+1 − φn−1
j

))
. (6.19)

In order to maintain the notion that constraints on ψj+1/2 are ensuring
extrema constraints on the upwind interval, (6.15) is replaced with

min
(
φn−1

j+2 , φ
n−1
j+1

)
≤ φn+1

j+1 ≤ max
(
φn−1

j+2 , φ
n−1
j+1

)
. (6.20)

Assuming ψj+1/2 = max
(
0,min

(
1, ψ0

j+1/2, µj+1/θj+1

))
, we find, with sim-

ilar algebra, that (6.20) will be satisfied if

µj+1 ≤
∆xj+1 + 2uj+3/2∆t

−2uj+1/2∆t
.

We finally consider the case where uj+1/2 > 0 and uj−1/2 < 0. In this case,
we use (6.14) for Fj+1/2 and (6.19) for Fj−1/2. Then (6.9) becomes

φn+1
j = φn−1

j − 2∆t

∆xj

[
uj+1/2ψj+1/2

(
φn−1

j+1 − φn−1
j

)

+ uj−1/2ψj−1/2

(
φn−1

j − φn−1
j−1

) ]
.
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Since xj is upwind of both xj+1/2 and xj−1/2, we use constraints on both

ψj+1/2 and ψj−1/2 to ensure extrema constraints on φn+1
j . Since there are

no points upwind of xj, the extrema constraints reduce to φn+1
j = φn−1

j .
This can only be satisfied if

0 = uj+1/2ψj+1/2

(
φn−1

j+1 − φn−1
j

)
+ uj−1/2ψj−1/2

(
φn−1

j − φn−1
j−1

)
(6.21)

We now consider two very specific cases and then the more general third
case:

Case I : φn−1
j = φn−1

j−1

Then we must have ψj+1/2 = 0. The value of ψj−1 is irrelevant.

Case II : φn−1
j+1 = φn−1

j

Then we must have ψj−1/2 = 0. The value of ψj+1 is irrelevant.

Case III :
(
φn−1

j+1 − φn−1
j

)(
φn−1

j − φn−1
j−1

)
6= 0

Then (6.21) can be divided by
(
φn−1

j+1 − φn−1
j

)
to obtain

0 = uj+1/2ψj+1/2 + uj−1/2ψj−1/2θj. (6.22)

If θj < 0, the only solution that satisfies 0 ≤ ψ ≤ 1 is ψj+1/2 = ψj−1/2 = 0. If
θj > 0, we choose the largest values of ψj−1/2 and ψj+1/2 that satisfy (6.22),

ψj−1/2 ≤ max
(
0,min

(
1, ψ0

j−1/2

))
, and ψj+1/2 ≤ max

(
0,min

(
1, ψ0

j+1/2

))
.

We do this by setting

ψ∗
j+1/2 = max

(
0,min

(
1, ψ0

j+1/2

))
,

ψj−1/2 = max
(
0,min

(
1, ψ0

j−1/2,−uj+1/2/uj−1/2 · ψ∗
j+1/2/θj

))
,

ψj+1/2 = −uj−1/2/uj+1/2 · ψj−1/2θj.

The dimensional splitting technique follows the technique described in
section 2.17.4 of Adcroft et al. (2005). In our implementation of this tech-
nique, (6.9) and (6.14) are applied sequentially in the z, x, and y directions.
Each application of this pair of equations uses the results from the previous
application, except for the last term of (6.9), where we use φn−1 in each
iteration. Using φn−1 for this term in each iteration leads to conservation
of total tracer content, assuming as we do that the velocity field is diver-
gence free. Our choice of the ordering of dimensions is based on simplifying
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the implementation. We tested alternating the dimension order in simula-
tions of the Stommel gyre test problem of Hecht et al. (1995) and did not
find a meaningful benefit, so we do not vary the dimension order in the
three-dimensional setting.

The flux limiter extends the discrete domain of dependence of Lax-
Wendroff in the upstream direction, potentially beyond lateral boundaries.
For example, consider the situation where we are computing the ’zonal’ flux
at xj+1/2, uj+1/2 > 0, and there is a solid boundary at xj−1/2. Using (6.14)
for Fj+1/2 and uj−1/2 = Fj−1/2 = 0 in (6.9) yields

φn+1
j = φn−1

j − 2∆t

∆xj
ψj+1/2uj+1/2

(
φn−1

j+1 − φn−1
j

)
.

Since xj is upwind of xj+1/2, we use constraints on ψj+1/2 to ensure extrema

constraints on φn+1
j . Since there are no points upwind of xj in the direction

under consideration, the extrema constraints reduce to φn+1
j = φn−1

j . This
can only be satisfied if ψj+1/2 = 0. Examining (6.18), this can be achieved by

using θj = 0, which is equivalent to using a fictitious φn−1
j−1 = φn−1

j . In other
words, we use a zero Neumann boundary condition at no-flow boundaries.



Chapter 7

Sub-grid Scale Mixing
Parameterizations

7.1 Horizontal Tracer Diffusion

7.1.1 Laplacian Horizontal Diffusivity

The spatial discretization of the standard Laplacian horizontal tracer diffu-
sion with a spatially varying tracer diffusivity A

H
is described in Sec. 3.3.2.

7.1.2 Biharmonic Horizontal Diffusivity

Biharmonic horizontal tracer diffusion is implemented by applying the La-
placian operator (3.18) twice. Specifically,

D(4)
H (ϕ) = D(2)

H (A
(4)
H D(2)

H (ϕ)) (7.1)

where the superscripts (4) and (2) refer to biharmonic and harmonic (Lapla-

cian) operators, and D(2)
H is given by (3.18) with AH = 1. A

(4)
H is the bihar-

monic diffusivity, which may be spatially varying, and should be negative for
positive-definite diffusion. Here the biharmonic diffusivity is sandwiched be-
tween the two applications of the Laplacian operator. An alternate approach
(not implemented in the code), following Griffies and Hallberg (2000), is to

include the square-root of −AH inside the second derivative of each D(2)
H

operator.

68
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7.1.3 The Gent-McWilliams Parameterization

The transport equation of tracer ϕ is given by

∂

∂t
ϕ+ (u + u∗) · ∇ϕ+ (w + w∗)

∂

∂z
ϕ = R(ϕ) + DV (ϕ), (7.2)

where the bolus velocity induced by mesoscale eddies is parameterized, from
Gent and McWilliams (1990), as

u∗ =

(
ν
∇ρ
ρz

)

z

, w∗ = −∇ ·
(
ν
∇ρ
ρz

)
, (7.3)

where ν is a thickness diffusivity and subscripts x, y, z on ρ and tracers ϕ
denote partial derivatives with respect to those variables (this convention
will be followed below). The Redi isoneutral diffusion operator (Redi, 1982)
for small slope can be written as

R(ϕ) = ∇3 · (K · ∇3ϕ), (7.4)

where the subscript 3 indicates the three-dimensional gradient or divergence,
i.e., ∇3 = (∇, ∂

∂z ). The symmetric tensor K is defined as

K = κI




1 0 −ρx/ρz

0 1 −ρy/ρz

−ρx/ρz −ρy/ρz |∇ρ|2/ρ2
z


 , (7.5)

This tensor describes along-isopycnal diffusion that is isotropic in the two
horizontal dimensions. The general anisotropic form of (7.5) is given in
Smith (1999). The isopycnal diffusivity κI is in general a function of space
and time, and a parameterization for variable κI will be described at the
end of this section. In POP, we write the bolus velocity in the skew-flux
form (Griffies, 1998):

u∗
3 · ∇3ϕ = ∇3 · (u∗

3ϕ) = −∇3 · (B · ∇3ϕ), (7.6)

where we have used ∇3 ·u∗
3 = 0. The subscript 3 on the velocity indicates the

three-dimensional velocity, i.e., u∗
3 = (u∗, w∗). The antisymmetric tensor B

is given by

B = ν




0 0 ρx/ρz

0 0 ρy/ρz

−ρx/ρz −ρy/ρz 0


 . (7.7)
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By substituting (7.7), the transport equation (7.2) can be written

∂

∂t
ϕ+u·∇ϕ+w

∂

∂z
ϕ = R(ϕ)+DV (ϕ), R(ϕ) = ∇3 ·(K + B)·∇3ϕ. (7.8)

With a nonlinear equation of state, the isopycnal slopes (Lx, Ly) =
(−ρx/ρz,−ρy/ρz) that appear in (7.5) and (7.7) should be replaced with
slopes along the local neutral surfaces (McDougall, 1987), which are given
by:

Lx = −αpΘx − βpSx

αpΘz − βpSz
(7.9)

with a similar definition for Ly. Here αp = −∂ ρp/∂Θ and βp = ∂ ρp/∂S,
where Θ and S are the model potential temperature and salinity, and ρp is
the potential density referenced to the local pressure (or depth).

Discretization of the Diffusion Operator

The functional formalism for deriving positive-definite diffusive operators
in ocean models was originally used to implement the Gent-McWilliams
parameterization in POP. Later, a collaboration between GFDL and LANL
led to an improved implementation that is described in Griffies et al. (1998).
The main change in the new formulation is to discretize the neutral slopes
(7.9) in a particular way that avoids exciting a nonlinear instability.

The discrete functional formalism is based on the property of the con-
tinuous dissipation operator (7.8) that it can be expressed as the functional
derivative of the integral of a positive-definite functional G:

G[ϕ] =
1

2

∫
dV (∇3ϕ) · K · (∇3ϕ)

=
1

2

∫
dV κI

[
(ϕx + Lxϕz)

2 + (ϕy + Lyϕz)
2
]

(7.10)

R(ϕ) = − δ

δϕ
G[ϕ] (7.11)

where δ denotes a functional derivative. That is, G is a functional whose
derivative with respect to a tracer field at a given point in space yields the
isoneutral diffusive operator R at that point. Note that, as a consequence
of the assumption of isotropic diffusion (7.5), the 3-D functional splits into
two terms which are effectively 2-D, one in the x − z plane and one in the
y − z plane.
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The procedure for deriving the discrete operator is to first discretize the
functional and then take its derivatives with respect to the tracer field at
a given point on the computational grid; this yields the positive-definite
diffusion operator at that point. In order to discretize the functional on the
POP grid, we need to define all the quantities appearing in G within each
cell. Because gradients involve differences across cell faces, it is convenient
to subdivide each T-cell into four subcells, as shown in Figure 7.1, which
shows a central T-cell, its four interior subcells, and the eight surrounding
subcells that contribute to the friction operator when the discrete functional
derivative is taken with respect to the tracer value at the central point. A
unique value of the tracer gradients and isoneutral slopes can be assigned
to each subcell, and from these the complete discrete functional G can be
constructed and summed over the grid. Associated with each subcell is the
set of its three nearest points (known as the “triad” of points associated with
that subcell), namely, the central point of the full cell to which it belongs,
and the two nearest points in the horizontal and vertical directions. For
example, the triad associated with the subcell in Figure 7.1 labeled (o, ne)
is the set of points labeled (o), (n), (e). All the derivatives of the tracer
fields needed to construct the functional in a given subcell only involve the
tracer values at its triad points. For example, the x and z derivatives of

ϕ in the subcell labeled (o, ne), are given by ϕ
(o,ne)
x = (ϕ(e) − ϕ(o))/hx and

ϕ
(o,ne)
z = (ϕ(n) − ϕ(o))/hz , where hx and hz are defined in each subcell as

the distances between the central point (o) and the other two triad points
in the x and z directions, respectively. Similarly, the derivatives in the

subcell labeled (o, nw) are given by ϕ
(o,nw)
x = (ϕ(o)−ϕ(w))/hx and ϕ

(o,nw)
z =

(ϕ(n)−ϕ(o))/hz . The diffusion coefficient is assumed to have a constant value
across all four subcells within a given full cell, but can vary from full-cell to
full cell.

Using these definitions of the quantities in each subcell appearing in
(7.10), it can be written in the discrete form:

G[ϕ] =
1

2

∑

ij

4∑

n=1

(κI)ijVijn[(ϕx + Lxϕz)
2 + (ϕy + Lyϕz)

2] (7.12)

where subscripts ij run over all full cells, and subscripts n over subcells
within a given full cell. Vijn = 1

4hxhydz(k) is the subcell volume (where hy

is the full cell width centered at the same point as hx, and note that the
height of each subcell is taken to be half its full-cell height dz(k) .)

The diffusion operator is then given by the derivative of the discrete
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functional with respect to the velocity at a given point (i′, j′):

Ri′j′ = − 1

V T
i′j′

∂

∂ϕi′j′
G[ϕ] (7.13)

where V T
i′j′ = AT

i′j′ dz(k) full-cell volume of cell (i, j, k), and AT
i′j′ is the full-

cell area. (Note: in the code AT = TAREA, which is not exactly equal
to the sum of the four subcell areas given above, however, the difference is
small and is absorbed in an overall normalization factor.) When taking the
derivative with respect to ϕ at the central point, only those subcells in the
full functional whose triad points contain the central point will contribute
to the derivative, and these are just the 12 subcells shown in Figure 7.1. It
is straightforward to take the derivative in (7.13) in these 12 subcells and
assemble the results into a compact form for the diffusion operator. The
result is:

V T
ij Rij(ϕ) = (V/hx)κI(ϕx + Lxϕz)

e − (V/hx)κI(ϕx + Lxϕz)
w

+ (V/hz)κI(Lxϕx + L2
xϕz)

n − (V/hz)κI(Lxϕx + L2
xϕz)

s

+ similar terms with x replaced by y everywhere. (7.14)

Here overbars with superscripts e, w, etc., denote sums over the four subcells
surrounding the east, west, etc., faces of the central full cell. In computing
the slopes Lx and Ly given by (7.9) it is important that the coefficients αp

and βp be evaluated at the pressure corresponding to the level of the central
point of the triad in a given subcell (Griffies et al., 1998); this avoids exciting
the nonlinear instability mentioned above. No-flux boundary conditions
on the tracers are implemented by setting κI = 0 in all subcells adjacent
to lateral and bottom boundaries. There is no way to derive the bolus
transport term in (7.8) and (7.7) from a functional like the diffusive term,
but the bolus term in (7.8) involves terms proportional to the off-diagonal
terms in the diffusion tensor, and these are discretized in the same way.
Thus we find for the full skew flux (R(ϕ) in (7.8))

V T
ij Rij(ϕ) = (V/hx)[κIϕx + (κI − ν)Lxϕz]

e

− (V/hx)[κIϕx + (κI − ν)Lxϕz]
w

+ (V/hz)[(κI + ν)Lxϕx + κIL2
xϕz ]

n

− (V/hz)[(κI + ν)Lxϕx + κIL2
xϕz)

s

+ similar terms with x replaced by y everywhere. (7.15)
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(o,ne)
(o,se)

(o,nw)
(o,sw)
(s,nw) (s,ne)

(n,sw) (n,se)(w,ne)
(w,se) (e,sw)

(e,nw)(o)
(n)

(s)

(w) (e)
(ne)

(se)(sw)

(nw)

Figure 7.1: The discretization of the x − z part of the isoneutral diffusion
functional is accomplished by subdividing each T-cell (shown bounded by
thick lines) into four subcells. The central tracer point (T-point) is denoted
by “(o)” and the surrounding T-points by “(n)”, “(s)”, “(ne)”, etc. (this is
for notation only, points “(n)” and “(s)” are displaced in the vertical direc-
tion.) The four subcells surrounding the central point are labeled “(o,ne)”,
“(o,nw)”, etc., and the subcells surrounding the T-cell to the east are la-
beled “(e,nw)”, etc. Within each subcell a unique value is defined for all
quantities (e.g., the gradients and slope factors appearing in (7.10) that are
needed to evaluate the functional. Only the twelve subcells shown contribute
to the friction operator at the central point (see text). (Note: this figure
shows a case where the fundamental grid is constructed with U-points in
the exact middle of T-cells in a grid with variable horizontal spacing. More
commonly T-points are located at the exact center of U-cells. This choice is
made during grid generation and is only determined in the code through the
input grid file.) This figure can also be used for constructing the anisotropic
dissipation functional (see Sec. 7.2.3) where the central point represents a
U-point.
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If the tracer and thickness diffusion coefficients are chosen equal (κI = ν),
then the second terms in brackets in the first line of (7.15) vanish and need
not be computed. (Note: in the code, the above formulae are evaluated
using the slope functions SLX = −(hx/hz)Lx, SLY = −(hy/hz)Ly, and the
differences ∆xϕ = hxϕx, etc.) Finally, it should be noted that the last terms
in (7.15) involving L2

x (and L2
y) are separated and treated implicitly, because

the effective viscous coefficient can be large enough to violate explicit CFL
conditions (Cox, 1987). These terms can be written

(V/hz)κIL2
xϕz

n − (V/hz)κIL2
xϕz

s
= δz(κ

′δzϕ),

where κ′ = (AT )−1(V/hz)κI(L2
x + L2

y)
n

(7.16)

and the last line gives κ′ on the top of the T-cell. κ′ is then added to the ver-
tical diffusivity κ in (3.19) and the vertical diffusion is solved implicitly. For
this reason implicit vertical mixing must be used with the Gent-McWilliams
parameterization. One of the design features of the diffusive operator is
that with a linear equation of state it should be zero when applied to ϕ = ρ.
This condition is violated when the above term is treated implicitly while
the remaining terms are treated explicitly, but in practice this leads to a
very small error and is ignored.

Two tapering functions are often applied to the GM coefficient ν and the
Redi mixing coefficient κI . The first is for physical reasons and reduces the
GM coefficient in the upper boundary layer, see Large et al. (1997). Here
the ocean is not nearly adiabatic, and so the GM parameterization does not
apply; instead the isopycnals tend to become more vertical because of the
strong vertical mixing in the upper boundary layer. The tapering occurs
where the depth is less than the local isopycnal slope multiplied by the local
Rossby radius LR defined by LR = |f |/c0 with c0 = 2m/s and LR is bounded
by 15 km ≤ LR ≤ 100 km. Two forms for the factor are in the code, with
the second being faster because there is no sine function.
tanh option:

f1 =
1

2

[
1 + sin

(
π(min(1,−z/(|L|LR)) − 0.5)

)]
(7.17)

else:

f1 =
1

2
+ 2
(
min(1,−z/(|L|LR)) − 0.5

)
×

(
1 − |min(1,−z/(|L|LR)) − 0.5|

)
(7.18)
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where |L| = (L2
x + L2

y)
1

2 . The second function ensures numerical stability
when the isopycnals become too steep. There are four options to reduce the

coefficients κI and ν for |L| ≤ S
(κI ,ν)
M , where the maximum slope allowed

can be different for SκI

M and Sν
M . The default values are SκI

M = Sν
M = 0.01.

The first option was described in Danabasoglu and McWilliams (1995) as

f2 =
1

2

[
1 − tanh(10|L|/S(κI ,ν)

M − 4)
]

(7.19)

for |L| > S
(κI ,ν)
M , κI = ν = 0. The second option is a faster version without

a tanh function:

f2 =
1

2

[
1 −

(
2.5|L|/S(κI ,ν)

M − 1
)(

4 − |10|L|/S(κI ,ν)
M − 4|

)]
(7.20)

with f2 = 1 for |L| ≤ 0.2S
(κI ,ν)
M and f2 = 0 for |L| ≥ 0.6S

(κI ,ν)
M .

The third option is the clipping option described in Cox (1987) where
the slopes are set to the maximum if they are diagnosed as larger. In this
case, mixing occurs along the maximum allowed slope. This implies some
cross isopycnal mixing when the slopes are steep. The default values are
SκI

M = Sν
M = 0.01.

The fourth option is described in Gerdes et al. (1991) and the factor is

f2 = (S
(κI ,ν)
M /|L|)2 (7.21)

when the slope is larger than the maximum slope. This option and the first
two options retain the adiabatic nature of the parameterization. When κI =
ν and SκI

M = Sν
M , the code runs much faster because the terms proportional

to κI − ν disappear. Because CCSM uses the Near Surface Eddy Flux
Paramaterization described below, no f1 function is needed. For f2, CCSM
uses the second option, but the maximum slopes allowed are much larger
than the default values with SκI

M = Sν
M = 0.3.

Variable GM Diffusivity

Two options for specifying a variable diffusivity are available. The first
follows Visbeck et al. (1997), where it is assumed that

κI = α
L2

E

TE
(7.22)

with a typical value of the constant α as 0.13. In (7.22), the baroclinic
length scale LE and the Eady time scale TE are defined as

LE = min
(
c/|f |,

√
c/2β

)
, (7.23)
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1

TE
=

max(|f |,√2cβ)√
Ri

, (7.24)

Ri = − g

ρ
0
H

∫ z1

z2

ρz

|uz|2
dz, (7.25)

where β is the meridional gradient of the Coriolis parameter and c is the
first baroclinic wave speed given by c2 = −gH

∫ z1

z2
ρz dz/ρ

0
, z1 = −50m and

z2 = −1000m. LE is also bounded below by the smaller horizontal side of
each grid box. In the code, κI is set to be bounded by 3 × 106 ≤ κI ≤
2 × 107cm2/s and κI is set to the lower bounding value where the model
depth is less than −z1.

A second option is meant to parameterize submesoscale eddies. This
option varies the thickness, ν, and isopycnal diffusivity, κI , using a simplified
version of the closure of Eden and Greatbatch (2008) (note that thickness
diffusivity and isopycnal diffusivity are here assumed to be identical). The
thickness diffusivity is given by κI = cL2σ, where σ denotes an inverse eddy
time scale and c a constant parameter of order one. L denotes an eddy
length scale, which is taken as the minimum of the local Rossby radius Lr

and the Rhines scale LRhi. The latter is estimated from model variables as

LRhi = σ/β, where β = ∂yf , while Lr is given by Lr = min
[
cr/|f |,

√
cr/2β

]

where cr denotes the first baroclinic Rossby wave speed, which is calculated
approximately by cr ≈

∫ 0
−hN/πdz, where h denotes the local water depth.

The inverse eddy time scale σ is given by σ = |∇hb̄|/N , which is, by the
thermal wind relation, for mid-latitudes identical to the Eady growth rate
σ = |f |Ri−1/2, where Ri = N2/(∂zu

2 + ∂zv
2) denotes the local Richardson

number. To prevent a singularity for σ for N → 0 we use σ = |f |(Ri+γ)−1/2

with γ > 0 which acts effectively as an upper limit for σ and consequently
for κI . To prevent a singularity for the time scale σ at the equator, f is
replaced by max(|f |,

√
2βcr) when computing σ. The default values for the

parameters of the closure are set to γ = 200 and c = 2. More details about
the closure can be found in Eden and Greatbatch (2008) and Eden et al.
(2009).

Near Surface Eddy Flux Parameterization

We have implemented a simplified version of the near-boundary eddy flux
parameterization of Ferrari et al., (2008, referred to as FMCD08) for the
surface boundary in POP. We refer to this scheme as the Near Surface Eddy
Flux (NSEF) parameterization. Here, we present a brief summary of its
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implementation in POP and refer to Danabasoglu et al. (2008) for further
details.

As indicated earlier, the Gent and McWilliams (1990, GM90) parame-
terization was developed for the quasi-adiabatic interior, and it is not valid
near the boundaries. Therefore, the usual practice is to taper the effects
of parameterized eddy fluxes as the surface (or any other boundary) is ap-
proached (see equations (7.17) and (7.18)). For example, both κI and ν are
tapered to zero when the ocean surface is approached using the f1 taper
function in addition to the f2 large slope taper function using

κ∗I = f1f2κI and ν∗ = f1f2ν; (7.26)

the asterisk denotes the tapered values of these diffusivities (Large et al.,
1997). This near boundary attenuation of the eddy effects is not physically
consistent with observational evidence, particularly near the surface where
the diabatic mesoscale fluxes may dominate the mixing. FMCD08 includes
the effects of these upper-ocean diabatic fluxes and eliminates the ad-hoc,
near-surface taper functions.

The NSEF parameterization requires estimation of two vertical length
scales: the boundary layer depth (BLD) and the transition layer thickness
(TLT). The BLD can exhibit rapid fluctuations during which mesoscale ed-
dies are unlikely to change. In contrast, the mixed layer depth (MLD) repre-
sents a lower-frequency, i.e. time-filtered, envelope of the surface boundary
layer region. In particular, the mixed layer in our simulations records the
maximum depth of the boundary layer after sustained deep mixing events,
and it can be considered a measure of the deepest penetration of turbulent
mixing in the recent past. Therefore, in our present implementation, we use
the MLD instead of the BLD. Following Large et al. (1997), we define the
MLD as the shallowest depth where the local, interpolated buoyancy gradi-
ent matches the maximum buoyancy gradient between the surface and any
discrete depth within that water column. One pass of a grid-scale, five-point
spatial filter is applied to the MLD to eliminate any small scale features. For
simplicity, we choose to apply no filtering in time.

FMCD08 defines the transition layer as the layer containing all isopycnals
within an averaging area and time interval that are intermittently exposed
to strong turbulent mixing. Thus, TLT is defined by the range of isopycnals
that can be lifted into the boundary layer by subgrid-scale eddy heaving
and/or the subgrid-scale (sub-synoptic) variations of the boundary layer.
For this purpose, we first calculate a depth D, using the same equation as
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employed in the f1 taper evaluation above, i.e.,

D = LR|L|. (7.27)

Here, LR is the Rossby deformation radius, representing the preferred hor-
izontal length scale of the baroclinic eddies, and L is the isopycnal slope.
For simplicity, the former is determined from LR = c0/|f |, subject to an
additional restriction of 15 km ≤ LR ≤ 100 km. Here, c0 = 2 ms−1 is
a typical value for the first baroclinic wave speed. With this prescription,
LR is constant at 100 km equatorwards of 8◦ latitude and no other equation
is used for the equatorial deformation radius. We compute D at each grid
point in a vertical column below MLD and search for the shallowest depth
where D does not reach MLD. This is equivalent to finding the depth d
where,

MLD < d−D (7.28)

is satisfied for the first time. TLT is simply obtained from

TLT = d− MLD. (7.29)

Because we do not impose any maximum slope restrictions in these compu-
tations, TLT can become large or even reach the ocean bottom when the
column is still very weakly stratified below the mixed layer. Conversely,
TLT can vanish if |L| = 0. The sum of MLD and TLT then defines the
diabatic layer depth (DLD) over which the upper-ocean eddy fluxes depart
from their interior formulas.

The eddy-induced vector streamfunction can be split into its mixed layer,
ΨML, and transition layer, ΨTL, expressions as follows

ΨML =
η − z

η + MLD
Ψo for − MLD ≤ z ≤ η (7.30)

and

ΨTL =

(
z + MLD

TLT

)2

Φ +

(
η − z

η + MLD

)
Ψo (7.31)

for − DLD ≤ z < −MLD,

respectively. The eddy-induced velocity is obtained using ∇ × Ψ. In the
above equations z is the vertical coordinate, positive upward, and η is the
displacement of the free surface relative to z = 0. The two functions Ψo and
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Φ are chosen such that Ψ and its vertical derivative are continuous across
the base of MLD and the base of TLT. These constraints then yield

Ψo =
η + MLD

2(η + MLD) + TLT

(
2ΨI + TLT ∂zΨI

)
(7.32)

and

Φ = − TLT

2(η + MLD) + TLT

(
ΨI + (η + DLD)∂zΨI

)
, (7.33)

where subscript z denotes partial differentiation. In (7.32) and (7.33), ΨI is
the interior eddy-induced streamfunction at the base of the transition layer
given by the GM90 parameterization, i.e., ΨI = ΨGM(z = −DLD) where

ΨGM = −ν z×∇hρ

∂zρ
. (7.34)

In (7.34) ρ is the local potential density and ∇h is the horizontal gradient
operator.

In (7.30), Ψo represents the vector streamfunction value at the base of
MLD. We note that ΨML is linear within MLD, going to zero at the ocean
surface. This implies constant eddy-induced velocities with no vertical shear
within MLD. These eddy-induced velocities, however, must develop a shear
in the transition layer to match the interior values. For this purpose, (7.31)
represents the simplest choice for ΨTL, which is parabolic, or equivalently
linear in z for the eddy-induced velocities.

In our present implementation we neglect any variations of the free sur-
face height in the above equations by setting η = 0, because all the horizontal
fluxes between z = 0 and z = η are already neglected in POP due to the
linearization of the barotropic continuity equation. The existing discrete
implementation of the isopycnal transport parameterization readily subdi-
vides a vertical grid cell into a top and a bottom half. We naturally take
advantage of this doubled vertical grid resolution and use the depths of the
mid-points of the top and bottom halves as reference depths to determine
if a particular half is within MLD, TLT, or the interior. We then evaluate
separate ΨI ’s for the appropriate top and bottom halves of the vertical grid
cells that straddle the base of the transition layer. These ΨI ’s are also used
to compute ∂zΨI along the transition layer - interior interface.

With ΨI and ∂zΨI now available at z = −DLD, ΨML and ΨTL can
be evaluated using (7.30), (7.31), (7.32), and (7.33). The interior eddy-
induced streamfunction values below the base of the transition layer are
then determined from (7.34).
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The mesoscale eddy fluxes still mix tracers along isopycnal surfaces in
the ocean interior as represented by equation (7.4). Within the mixed and
transition layers, the parameterization for diffusive tracer flux (see FMCD08
and Danabasoglu et al. (2008)) is given by

F(ϕ) = −c(z) κH∇hϕ − [1 − c(z)] K · ∇ϕ. (7.35)

In (7.35), κH represents the untapered horizontal eddy diffusivity and ∇h is
the horizontal gradient operator. Of course, the rate of mixing within both
the interior and boundary layer remain the same, so κH has the same value
as the interior κI present in K. The vertical function c(z) is defined by

c(z) =

{
1, for − MLD < z ≤ η

(z + MLD + TLT)/TLT, for − TLT − MLD < z ≤ −MLD.

Note that we drop the vertical component of F(ϕ) within the mixed layer,
because it is found to generate negligible flux divergences at resolutions used
in climate models. With the NSEF parameterization, we do not need the f1

taper any longer, i.e.,

κ∗I = f2 κI and ν∗ = f2 ν, (7.36)

In addition, f2 is only applied in the interior below the transition layer.
We note that further sensitivity experiments that also use ν∗ = ν in the
ocean interior, i.e., no f2, lead to numerical instabilities with our present
parameter choices. This is the default option used in CCSM4.

Vertically-varying Isopycnal and Thickness Diffusivity Coefficients

We provide a vertical dependence of the isopycnal and thickness diffusivity
coefficients which vary with the stratification, N2, following Ferreira et al.
(2005) and Ferreira and Marshall (2006). The formulation produces diffusiv-
ities that are large in the upper ocean and small in the abyss. We regard use
of an N2 dependency as a convenient way of introducing a surface intensifi-
cation of the diffusivity coefficients. A brief summary of its implementation
in POP2 is presented here and further details are given in Danabasoglu and
Marshall (2007).

The vertical variation of κI and ν is specified using

κI =

[
N2

N2
ref

] [
κI

]
ref
, (7.37)
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and

ν =

[
N2

N2
ref

] [
ν
]
ref
, (7.38)

where N is the local buoyancy frequency computed at the vertical level in-
terfaces, and

[
κI

]
ref

and
[
ν
]
ref

are the constant reference values of κI and

ν within the surface diabatic layer (SDL). Nref is the reference buoyancy
frequency obtained just below the SDL, provided that N2 > 0 there. Oth-
erwise N2

ref is the first stable N2 below the SDL. The ratio N2/N2
ref is set

to 1 for all shallower depths, implying no vertical variation of κI and ν,
particularly within the SDL. Between the depth at which N2 = N2

ref and
the ocean bottom, we also ensure that

Nmin ≤ N2

N2
ref

≤ 1.0, (7.39)

where Nmin(> 0) is a specified lower limit. Equation (7.39) also implies that
in statically unstable regions, i.e. N2 < 0, N2/N2

ref = Nmin. This approach
relies on the enhancement of vertical mixing coefficients to alleviate any
local static instability.

The specification of the SDL depends on some other parameterization
choices. The internal model default for the SDL is the first model level
thickness. If the K-Profile Parameterization (Large et al., 1994) is used,
then the SDL is set to the diagnosed boundary layer depth. When the
NSEF scheme is also specified, the diabatic layer depth (DLD) becomes the
SDL. If one uses neither scheme, then the default internal value likely needs
to be modified to reflect the bulk mixed layer depth.

The N2/N2
ref profiles are evaluated once per day at the beginning of

a day. We avoid any vertical averaging of the profiles to preserve their
extrema. Instead, N2/N2

ref computed at the top face of a grid cell is simply
used for that grid cell. The resulting diffusivities from (7.37) and (7.38)
are subject to the usual diffusive numerical stability criterion. In addition,
the zero eddy flux boundary condition at the ocean bottom is imposed by
setting the diffusivities to zero in the bottom halves of the grid boxes. Thus,
the effective diffusivities for these bottom grid cells are further reduced by
one half.

One can choose to use (7.38) only for ν while using a constant κI . How-
ever, given that there are no strong arguments for setting κI different from
ν, we use (7.37) and (7.38) for both κI and ν with the same reference dif-
fusivity values. We note that, at least for the case of constant diffusivities,
the theoretical study of Dukowicz and Smith (1997) supports specifying
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equal values. In the standard nominal ×1◦ and ×3◦ configurations, we set[
κI

]
ref

=
[
ν
]
ref

= κH = 3000 m2 s−1 and
[
κI

]
ref

=
[
ν
]
ref

= κH = 4000

m2 s−1, respectively. The default for Nmin is Nmin = 0.1. Thus, by about
2000-m depth, these reference values are reduced to 300 and 400 m2 s−1,
respectively. We note that κH is used if the NSEF option is on (default). In
addition to the NSEF parameterization, this prescription for vertical varia-
tions of the diffusivity coefficients is used in CCSM4.

7.1.4 Parameterization of Mixed Layer Eddies

In principle, the effects of all scales smaller than the model grid scale should
be parameterized with subgridscale models. Historically, focus has been on
the mesoscale (≈ 100 km, e.g. Gent and McWilliams, 1990) and finescale
(≈ 10 m, e.g. Large et al., 1994) parameterizations. However, recent interest
has focused on the submesoscale (≈ 1 km) physics, because of its ubiquitous
restratifying effect on the mixed layer.

Recent realistic simulations (Oschlies, 2002; Capet et al., 2008a,b,c,d),
idealized simulations (Haine and Marshall, 1998; Thomas, 2008; Mahadevan
et al., 2009), and theory (Thomas and Lee, 2005; Thomas, 2005; Boccaletti
et al., 2007; Thomas et al., 2008; Thomas and Ferrari, 2008) have stud-
ied and quantified some effects of the submesoscale that may potentially
affect the larger scales resolved by climate models. The parameterization
implemented in POP follows the theory for one important submesoscale
effect–restratification by mixed layer eddies–proposed by Fox-Kemper et al.
(2008b, hereafter FFH). The FFH parameterization is validated against ide-
alized submesoscale-resolving simulations (Fox-Kemper and Ferrari, 2008)
and has been implemented and documented in a number of global climate
models (Fox-Kemper et al., 2008a, 2010). These papers have substantially
more detail than the short presentation herein and the reader is encouraged
to seek them out.

Mixed Layer Eddies (MLEs) are the finite-amplitude result of ageostropic
baroclinic instabilities of the density fronts common throughout the ocean
mixed layer (Rudnick and Ferrari, 1999; Ferrari and Rudnick, 2000; Hose-
good et al., 2006; Boccaletti et al., 2007). The MLE horizontal scale is near
the deformation radius of this mixed layer, which is O(1 km), so these eddies
will not be routinely resolved in global- or basin-scale simulations for some
time. Nonetheless they do have effects that are important to be included
in coarse-resolution models. The primary effect of these eddies is to extract
potential energy by restratifying the mean density profile of the upper ocean.

The parameterized restratification is carried out by an eddy-induced
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overturning streamfunction (Ψ), which can be thought of as producing an
eddy-induced or quasi-Stokes velocity field (u∗ = ∇ × Ψ). Advection by
the eddy-induced velocity provides the eddy fluxes of tracers, including the
buoyancy skew flux (u′b′ = Ψ × ∇b̄). Buoyancy is the negative density
anomaly rescaled to have units of acceleration b ≡ g(ρ0 − ρ)/ρ0, as appro-
priate for a Boussinesq fluid. Overlines are used to represent the fields in a
coarse-resolution model, that is, one not resolving the submesoscale eddies.
The MLE fluxes are assumed to occur in addition to resolved or otherwise
parameterized fluxes.

The FFH parameterization is given by

Ψ0 = Ce
H2∇b

z
×ẑ

|f | µ(z), (7.40)

µ(z) = max
{

0,
[
1 −

(
2z
H + 1

)2][
1 + 5

21

(
2z
H + 1

)2]}
,

where H is mixed layer depth, f is the Coriolis parameter, and ẑ is the
unit vertical vector. The overline with subscript z on ∇bz is understood
to be the depth-average of ∇b̄ over the mixed layer. The efficiency coeffi-
cient Ce is approximately 0.06 (Fox-Kemper et al., 2008b). Note that the
parameterization is only nonzero within the mixed layer.

An adaptation to (7.40) that is suitable and justified in a global coarse-
resolution model (Fox-Kemper et al., 2010) is:

Ψ = Ce
∆s

Lf

H2∇bz × ẑ√
f2 + τ−2

µ(z). (7.41)

∆s is an appropriate local gridscale of the coarse model, Lf is an estimate of
the typical local width of mixed layer fronts, and τ is a timescale for mixing
momentum vertically across the mixed layer (≈1-10 days). Hosegood et al.
(2006) suggest Lf is close to the mixed layer deformation radius NH/f ,
where N is the buoyancy frequency of the mixed layer stratification. For
stability, a lower cutoff is used: Lf = max(NH/|f |, Lf,min) where Lf,min is
chosen in the 1 to 5km range. Likewise, if ∆s is very large, an upper limit
near 1◦ should be imposed. See Fox-Kemper et al. (2010) for details.

Details of Implementation

Coarse Resolution Rescaling: The FFH parameterization (7.40) depends on
the horizontal density gradient. Coarser models have weaker gradients than
finer, and sparser observations have weaker gradients than denser. The
∆s/Lf factor in (7.41) accounts for the expected dependence of horizontal
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density gradients on resolution. The vertical buoyancy flux given by (7.40)
scales as

w′b′ ≡ Ψ×∇b̄ ≈ Ψ ×∇bz ∝ H2|∇bz × ẑ|2
|f | . (7.42)

One would like the same vertical buoyancy flux regardless of model reso-
lution, and the ∆s/Lf factor is a good approximation (Fox-Kemper et al.,
2010). Note that the horizontal fluxes are not necessarily accurately rescaled
by this method, and the overturning streamfunction may become very large.
However, these submesoscale eddies are so small that they generally have
negligible horizontal fluxes, and the mixed layer vertical stratification so
weak that the parameterized horizontal fluxes are small even when the
streamfunction is large. These spurious effects are consequences of the res-
olution rescaling that should be inconsequential, although the user should
keep their spurious nature in mind.

Timestep Limitation: The overturning streamfunction is thus rescaled as
∆s/Lf . The eddy-induced velocity will go as u∗ ∝ ∆s/Lf , so the timestep
is limited as though the gridscale were Lf instead of ∆s. In practice u∗ is
usually smaller than other velocities in the model–consistent with the small
MLE horizontal fluxes. However, it is possible for the FFH parameterization
to require somewhat smaller timesteps in certain conditions on certain grids,
especially with fine vertical resolution where w∗ may determine the timestep.

Steps are taken in POP to ameliorate this timestep limitation for small
Lf . 1) A minimum value of Lf , Lf,min, is used (usually in the one to five
km range). 2) min[∆s, 1◦]/max[Lf , Lf,min] constrains the scaleup in very
coarse resolution models. As one might expect, the high latitudes where
|f | is large are more strongly affected by the choice of cutoff. The mixed
layer frontal scale is often obseved to be smaller than 5km. However, the
buoyancy frequency, N , in the mixed layer is highly sensitive to other pa-
rameterization choices (e.g. maximum diffusivity of mixing in KPP), thus
this cutoff is required and should be adjusted along with other model pa-
rameters. Generally, the cutoff value should be as small as can be safely
integrated. In test cases, a 1km cutoff in POP allows a ML depth nearly
20% shallower in high latitudes than a 5km cutoff.

High-Resolution Usage: The ∆s/Lf scaling automatically handles re-
gional variations of eddy scales in a high-resolution model. If Lf is resolved
in some regions – e.g. where the mixed layer is particularly deep after deep
convection – and not in other regions, the scaling adjusts. A just-resolved
front (where Lf = ∆s) has no scale-up and insufficient resolution to form any
MLEs. A resolved front with MLEs permitted but not resolved (Lf = 4∆s)
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is boosted by the parameterization, and a well resolved feature (Lf = 20∆s)
has negligible effects from the parameterization.

Tracers Other than Buoyancy: The rescaling relies on w′b′ ∝ |∇bz × ẑ|2,
which is appropriate for the scaling of density fronts of the near-surface
ocean (Capet et al., 2008c). The FFH parameterization is also used for
other tracers, and these fronts will lend similar scaling behavior to those
tracers as well. Thus, the rescaling remains appropriate.

Equatorial Regularization: The division by |f | in the scaling for (7.40)
for Ψ0 means that this form cannot be used at the equator. Physically,
Boccaletti et al. (2007) and Fox-Kemper et al. (2008b) note that MLEs
are largely geostrophic and thus do not restratify in the same way as the
equator is approached. Under typical midlatitude situations, the growth of
instabilities rivals the timescales of mixing events and the eddy fluxes are
only intermittently interrupted. However, as Ψ0 grows near the equator,
frictional constraints enter. The FFH parameterization (7.40) is therefore
adapted in (7.41) to converge to a friction slumping rate (Ferrari and Young,
1997) as the equator is approached. The frictional time constant τ should be
on the order of the timescale between mixing events driven by atmospheric
synoptic variability–a few days to a few weeks.

Adjustable Parameters: The scaling (7.40) has the simulation-based pa-
rameter Ce ≈ 0.06. This constant is an efficiency factor of mixed layer eddies
that is apparently constant across different simulations and should not be
changed. However, the parameters Lf and τ are not presently known from
observations, theory, or simulations, and therefore they may be tuned to
reduce model bias.

Discretization: The discretization of advection by the FFH parame-
terization is treated identically to that of the advection by the Gent and
McWilliams (1990) parameterization. However, since there is no division
by N2 in the FFH parameterization (7.40-7.41), tapering and slope-limiting
are not required.

Regions of Impact: The MLE parameterization is proportional to mixed
layer depth squared and horizontal buoyancy gradient. Thus, regions where
these parameters are large (e.g., western boundary currents, deep convection
sites) will have large effects from the FFH parameterization. However, the
parameterization is not intended to be turned off regionally, so it may be
active in other regions as well. For example, regions with shallow mixed
layers often have weak mixing and weak convection and thus weak vertical
tracer transport, so w′b′ from the FFH parameterization may be comparable
to these processes.
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7.2 Horizontal Viscosity

7.2.1 Laplacian Horizontal Viscosity

The spatial discretization of the standard Laplacian horizontal friction terms
with a spatially varying viscosity A

M
given by (2.30) is described in Sec. 3.4.3.

7.2.2 Biharmonic Horizontal Viscosity

In analogy to the biharmonic diffusion operator (7.1), the biharmonic vis-
cosity is constructed by applying the Laplacian-like operator (2.28) twice.
Specifically,

F (4)
Hx(ux, uy) = F (2)

Hx(A
(4)
M F (2)

Hx(ux, uy), A
(4)
M F (2)

Hy(ux, uy)) (7.43)

with a similar expression for F (4)
Hy. The superscripts (4) and (2) refer to

biharmonic and harmonic operators, and F (2)
Hx is given by (2.28) with AM =

1. A
(4)
M is the biharmonic viscosity, which may be spatially varying, and

should be negative for positive-definite dissipation of kinetic energy. Here
the biharmonic viscosity is sandwiched between the two applications of the
harmonic operator. An alternate approach (not implemented in the code)
is to include the square-root of −AM inside the second derivative of each
harmonic operator (Griffies and Hallberg, 2000).

7.2.3 Anisotropic Horizontal Viscosity

An anisotropic formulation of the friction terms in the momentum equation
was first introduced into an ocean GCM by Large et al. (2001). This was
implemented in a model with a spherical polar grid, and their formulation
was specifically tied to that coordinate system. A more general formulation
of anisotropic viscosity that can be applied in any general orthogonal co-
ordinate system was developed by Smith and McWilliams (2003, hereafter
SM), and is implemented in the POP code. The friction operator is formu-
lated as the divergence of a viscous stress tensor which is linearly related
to the velocity gradients. The general anisotropic formulation of the stress
involves four independent viscous coefficients, as well as a unit vector n̂

that specifies a preferred horizontal direction which breaks the transverse
isotropy. The coefficients and the direction vector may vary in both space
and time. A modification of the original formulation has been implemented
by Jochum et al. (2008) that changes the values, but not the structure of
viscosity. Equations (7.52) and (7.54) are modified from the SM version to
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allow for a better representation of equatorial and high latitude boundary
currents.

SM discuss two different reduced forms involving only two viscous coef-
ficients, A and B. In both of these forms, the friction operator in Cartesian
coordinates has the following approximate form if the x-coordinate is aligned
with n̂:

Fx = A∂2
xu+B∂2

yu

Fy = B∂2
xv +A∂2

yv. (7.44)

Thus, the friction acts to diffuse momentum along the direction n̂ with
viscosity A, and perpendicular to n̂ with viscosity B; this is true for the
general operator, even when the coordinates are not aligned with n̂.

The three independent elements σ11, σ22 and σ12 of the symmetric trans-
verse stress tensor σij are linearly related to the elements of the rate-of-strain
tensor ėij (where the subscripts 1 and 2 refer to the x and y coordinates,
respectively). In the first form discussed by SM, which is currently imple-
mented in the code, the stress and strain-rate are related by



σ11

σ22

σ12


 =




A −B 0
−B A 0

0 0 B






ė11
ė22
2ė12


 (7.45)

+ (A−B)n1n2




−2n1n2 2n1n2 n2
1 − n2

2

2n1n2 −2n1n2 n2
2 − n2

1

n2
1 − n2

2 n2
2 − n2

1 2n1n2






ė11
ė22
2ė12




where n1 and n2 are the components of n̂ along the x and y coordinates,
respectively. In the second two-coefficient form, the relation between the
stress and strain-rate is also given by (7.45), except that the first matrix
inside the brackets on the right is replaced by




1

2
(A′ +B′) − 1

2
(A′ +B′) 0

− 1

2
(A′ +B′) 1

2
(A′ +B′) 0

0 0 B′


 .

The second form is actually independent of the horizontal divergence, and
can be written in the more compact form:

(
σ

T

σ
S

)
=

[(
A+B 0

0 2B

)
(7.46)

+ 2(A−B)n1n2

(
−2n1n2 n2

1 − n2
2

n2
1 − n2

2 2n1n2

)](
ė

T

ė
S

)
.
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where σ
T

= σ11 − σ22, σS
= 2σ12, ėT

= ė11 − ė22 and ė
S

= 2ė12. The
two forms are equivalent up to terms proportional to the horizontal velocity
divergence ∇·u = ė11 + ė22 which is very small compared to typical velocity
gradients in geophysical flows, as discussed by SM. The first form was essen-
tially constructed so that it exactly produces the Cartesian friction operator
(7.44), whereas the second form was derived as the limit ∇ · u → 0 of the
general four-coefficient form of the stress. For this reason, the second form
has a more sound physical basis, however, the results using the two forms
should in most cases be very similar.

In both forms the stress is invariant under a rotation of n̂ by 90◦. Cur-
rently there are three options in the code for the field of unit vectors n̂:
(1) aligned along the flow direction (n̂ = u/|u|); (2) aligned with due east
(or, equivalently, with any of the four cardinal directions); and (3) aligned
with the local grid coordinates (in polar coordinates this is equivalent to
(2), but it is different in general orthogonal coordinate systems such as the
displaced-pole grids described in Sec. 5.1). With any of these choices, the
isotropic limit is obtained by equating the two coefficients A = B. The first
form reduces to the original anisotropic formulation of Large et al. (2001)
when n̂ is oriented eastward.

The spatial discretization of the anisotropic friction operator is described
in detail by SM, and will only be briefly reviewed here. The basic idea of this
approach is to take advantage of the fact that the friction operator can be
written as the functional derivative of the area-integrated energy dissipation
rate. Using the no-slip lateral boundary conditions on the velocity, it can be
shown that the domain-averaged dissipation of kinetic energy due to friction
is given by

∫
dau · F =

∫
daD (7.47)

where F is the friction vector and D is the energy dissipation rate:

D =
1

2
ė : σ . (7.48)

To ensure positive-definite dissipation of kinetic energy, the viscous coeffi-
cients must be chosen to satisfy D ≥ 0. It can be shown that in the first form
this leads to the constraint A ≥ B ≥ 0, whereas the second form has the
less restrictive constraint A ≥ 0, B ≥ 0. The ith component of the friction
is given by

Fi = − δ

δui

∫
dV D (7.49)
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where δ
δui

denotes a functional derivative with respect to the ith component
of the velocity. The procedure for deriving the discrete operator is to first
discretize the functional, making sure that the discrete form is positive def-
inite, and then take its derivatives with respect to the velocity components
at a given point on the computational grid; this yields a friction operator
at that point that is guaranteed to dissipate kinetic energy. As was done in
the case of the GM operator described in Sec. 7.1.3, the method of discretiz-
ing the functional is to subdivide each horizontal cell into four subcells (see
Fig. 7.1, with the central point interpreted as a U-point). This allows all
quantities (such as viscous coefficients, gradients of velocities, etc.) required
to construct the dissipation rate to be assigned a unique value in each sub-
cell. In this manner the components of the strain-rate tensor are computed
in each subcell, and from these the stresses are computed using (7.45). The
specific details of the derivation are given by SM, and we will only quote the
final result here. The discrete friction operator has the form

Fx =
1

V
[h2σ11

e − h2σ11
w

+ h1σ12
n − h1σ12

s

+
1

2
(hn

2k
n
2h1σ12

n
+ hs

2k
s
2h1σ12

s
)

− 1

2
(he

1k
e
1h2σ22

e
+ hw

1 k
w
1 h2σ22

w
)]

Fy =
1

V
[h1σ22

n − h1σ22
s
+ h2σ12

e − h2σ12
w

+
1

2
(he

1k
e
1h2σ12

e
+ hw

1 k
w
1 h2σ12

w
)

− 1

2
(hn

2k
n
2h1σ11

n
+ hs

2k
s
2h1σ11

s
)] (7.50)

where Fx and Fy are the components of the friction operator along the two
general orthogonal coordinate directions x and y. The factors h1 and h2 are
distances between grid points along the two coordinate directions, and k1

and k2 are metric factors proportional to the derivatives of h2 and h1 in the
x and y directions, respectively. The overbars denote an average over the
four subcells surrounding a given face (denoted by the superscript n, s, e,
or w, for the north, south, east and west faces), and V is the full cell area.
For a more detailed description of the quantities in (7.50), see the appendix
of SM.

The viscous coefficients are assumed to have a constant value within
a given full cell, i,e., all four subcells within each full cell have the same
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values of the coefficients A and B. There are currently three options in
the code for the form of the viscous coefficients: (1) constant values of A
and B in both space and time, (2) spatially varying but constant in time;
and (3) Smagorinsky-type nonlinear coefficients that depend on the local
deformation rate and hence vary in both space and time. In options (2) and
(3), the viscosities are tapered if they exceed one-half the viscous CFL limit.
Specifically, both A and B are tapered as follows:

A = min(A,
1

2
Acfl)

Acfl =
(dx)2 + (dy)2

4 dt
(7.51)

where dt is the model momentum timestep, and dx and dy are the grid
spacings in the two coordinate directions. For option (1), A and B are
simply set to different, constant values. The model does not enforce the
limit, if they exceed Acfl; only a warning message is printed. If A < B, the
integration is terminated with an error exit.

The spatial dependence of the coefficients is computed following Jochum
et al. (2008), which also demonstrates their importance for climate. The two
primary design criteria are to have viscosity at values appropriate for the
parameterization of missing meso-scale eddies wherever possible and to use
other values only where required by the numerics. The parallel coefficient
A1 is given by

A1 = max

{
c3βdx

3 exp(−p(x)2), Aeddy

}
, (7.52)

The first part represents a numerical, Munk viscous western boundary con-
straint with

p(x) = L−1
M max(0, x− xN ) (7.53)

where p(x) causes A1 to fall off as fast as possible away from the western
boundaries. Here, xN is the zonal coordinate of the N th grid point east of
the nearest western boundary and LM is a length scale. Viscosity is not
similarly increased near zonal and eastern boundaries because doing so does
not reduce numerical noise. Also, c3(≈ 0.2) is a dimensionless coefficient,
and β is the meridional gradient of the Coriolis parameter. Aeddy is a phys-
ical, lower bound set to account for all the missing mesoscale eddy activity.
The perpendicular coefficient B1 is constructed as

B1 = max

{
c3 β dx

3 exp(−p(x)2), Beddy

(
1 + c2(1 − cos[2φ′])

)}
. (7.54)
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The first part represents again the Munk viscous western boundary con-
straint. In the second part, φ′ = 90◦ min(|φ|, φI)/φI < 90◦ and Beddy

represents a physical lower bound. This form allows B1 to be small at the
equator and increase poleward for latitude between ±φI , using the dimen-
sionless coefficient c2. A preferred option is to set (1+2c2) = Aeddy/Beddy , so
that B1 becomes equal to A1 poleward of φI . In most applications, however,
Beddy is set equal to Aeddy.

To obtain the final distributions of A and B, the viscosities are tapered
if they exceed half of the viscous CFL limit:

A = min(A1,
1

2
Acfl),

B = min(B1,
1

2
Acfl). (7.55)

Smagorinsky Nonlinear Viscous Coefficients

Jochum et al. (2008) shows that Smagorinsky-type nonlinear viscosity leads
to excessive viscosity along boundaries and the equator. However, the code
is still set up to optionally allow for Smagorinksy-type nonlinear depen-
dence of the coefficients on the deformation rate (Smagorinsky, 1993) if the
anisotropic functional discretization described in Sec. 7.2.3 is used. This op-
tion is not available with the simple Laplacian-like friction operator given by
(2.30). An isotropic form with the same Smagorinsky-type nonlinear viscos-
ity can be obtained by simply setting the two anisotropic viscous coefficients
A and B equal to one another.

The deformation rate Ḋ is proportional to the norm of the strain-rate
tensor:

1

2
Ḋ2 = ‖ė‖2 = ė211 + ė222 + 2ė212 ≈ 1

2
(ė2

T
+ ė2

S
) (7.56)

This is particularly easy to evaluate because the strain-rate tensor is already
computed in the code. Specifically, the nonlinear coefficients A and B are
given by

A = min

[
max

(
C

A
Ḋ ds2, V

A
ds
)
,

1

2
Acfl

]

B = min

[
max

(
C

B
Ḋ ds2, V

B
ds
)
,

1

2
Acfl

]
(7.57)

where ds = min(dx, dy) is the minimum grid spacing in the two coordinate
directions. C

A
and C

B
are dimensionless coefficients of order 1, and V

A
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and V
B

are velocity scales associated with the grid Reynolds number which
determine a minimum background viscosity in regions where the nonlinear
viscosity is too small to control grid-point noise. Typically V

A
and V

B
are

order 1 cm s−1. Acfl is the maximum viscosity allowed by the viscous CFL
limit, see (7.51). The advantage of the nonlinear viscosities (7.57) is that
they selectively apply the friction operator in regions of strong shear.

In moderate resolution configurations of POP, the Smagorinsky coeffi-
cients have been modified in a similar manner to the anisotropic coefficients
in Large et al. (2001) described above. Again the reason is to control nu-
merical noise in the solutions. Equation (7.57) has been modified such that

A = min

[
max

(
CAFA(φ)Ḋds2, A1

)
,

1

2
Acfl

]
,

B = min

[
max

(
CBFB(φ)Ḋds2, B1

)
,

1

2
Acfl

]
, (7.58)

with

FA(φ) = 1,

FB(φ) = 0.02 for |φ| ≤ 20◦,
= 1 − 0.98 exp(−(φ− 20)2/98) for |φ| > 20◦. (7.59)

Here, ds = min(dx, dy) is the minimum grid spacing in the two coordinate
directions. CA and CB are dimensionless coefficients of order 1 whose lat-
itudinal dependencies are given by FA and FB , respectively. The positive-
definite dissipation of kinetic energy is enforced by the last equation in
(7.55). Where these nonlinear viscosities are too small, A1 and B1, with the
same formulations as in the previous section, provide lower limits to control
any grid-point noise.

7.3 Vertical Mixing

Vertical mixing is treated using the spatial discretizations presented in sec-
tions 3.3.3 and 3.4.4. The implicit time discretizations are presented in
Secs. 4.2.2, 4.2.3, and 4.4.2. POP contains three different parameterizations
for computing the vertical diffusivity κ (VDC in the code) and viscosity µ
(VVC in the code): constant coefficients, a parameterization based on the
gradient Richardson number by Pacanowski and Philander (1981) and the
K-profile parameterization (KPP) of Large et al. (1994).
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7.3.1 Convection

Convective instability can be handled in two ways within the code. If implicit
vertical mixing is used, convection is generally treated by assigning a very
large diffusivity and viscosity when the density profile between two cells in
the vertical direction is statically unstable. The diffusivity and viscosity in
each case is determined at run time through namelist inputs.

If explicit vertical mixing is used, convection is usually treated using con-
vective adjustment. During convective adjustment, multiple passes through
the water column are performed to check for stability and to adjust tracer
values. Each pass in turn consists of two sweeps. The first sweep checks
odd-valued vertical levels; the second checks even-valued levels. At each
level k, the stability between level k and level k + 1 is checked (see below
for stability criterion). If the two cells are found to be unstably-stratified,
the tracer in each level is adjusted using

φk = φk+1 =
(dzkφk + dzk+1φk+1)

2dzk+ 1

2

. (7.60)

If tracer acceleration is being used, the thicknesses dz are adjusted by the
acceleration factor

dz∗k = dzk/γk (7.61)

dzk+ 1

2

∗ =
1

2
(dz∗k + dz∗k+1). (7.62)

Instability can be determined using one of two methods. In both the
Richardson number parameterization and KPP, the Richardson number is
computed and the column is unstable when the Richardson number is less
than zero. The calculation of Richardson number differs slightly between
the two and is shown in each section below.

If the Richardson number is not computed, stability is determined by
adiabatically displacing a water mass from the current vertical level k to the
level k+ 1 just below. The density of the parcel after this displacement, de-
noted ρ∗k, is computed by calling the equation of state with the temperature
and salinity from level k, but evaluating the equation of state at level k+1.
If the density after the displacement is greater than the actual density at
the level k + 1, the column is unstable.

7.3.2 Constant Vertical Viscosity

If this option is chosen, the vertical diffusivity VDC and vertical viscosity
VVC are simply constant at all levels and for all tracers. The scalar constant
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values are determined at run time through namelist input.

7.3.3 Richardson Number Dependent Mixing

In this parameterization, the vertical diffusivity and viscosity are functions
of the Richardson number,

Ri = −g (ρ∗k − ρk+1)
1
2 (dz(k) + dz(k + 1))

(
∂V

∂z

)−2

=
−gdzk+ 1

2

(ρ∗k − ρk+1)

((uk − uk+1)2 + (vk − vk+1)2 + ǫ)
(7.63)

where the velocities are evaluated at tracer points and ǫ is simply a small
number to avoid dividing by zero.

The particular functional forms for the diffusivity κ (VDC) and viscosity
µ (VVC) used in the code are

κ = κw + (µw +Rich mix/(1 + 5Ri)2)/(1 + 5Ri) (7.64)

µ = µw +Rich mix/(1 + 5Ri)2 (7.65)

where the background values κw and µw and Richardson mixing coefficient
Rich mix are determined at run time through namelist input. Note that the
Richardson number used for the viscosity µ has been averaged from tracer
points to velocity points.

7.3.4 The KPP Boundary-Layer Parameterization

The full KPP parameterization is detailed in Large et al. (1994), hereafter
LMD, so only a general overview plus specifics of the current POP imple-
mentation and later modifications (see also Appendix A of Danabasoglu
et al. (2006)) are described here. The scheme provides all the coefficients re-
quired to compute the vertical mixing contributions to both FV (α) in (2.7),
and DV (ϕ) in (2.11). As such, it should not be used in conjunction with
any other parameterization of vertical mixing. Implicit vertical mixing is
required to solve (2.7) and a modified version of (2.13); namely,

DV (ϕ) =
∂

∂z
κ

(
∂

∂z
ϕ− γϕ

)
, (7.66)

where the additional non-local transport term, γϕ is non-zero only in con-
vective (unstable) forcing, and above a diagnosed boundary layer depth, h.
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In the ocean interior below h, the viscosity, µIN , and diffusivity, κIN , repre-
sent very different physics than their boundary layer, z < −h, counterparts,
denoted µB and κB , respectively.

The inputs to the scheme on the tracer grid are the surface forcing and
vertical profiles of temperature and salinity. The specific forcings are the
surface friction velocity, u∗, both the solar, Bsol, and non-solar, Bns, buoy-
ancy fluxes, and the kinematic surface tracer fluxes, wϕo. From the equation
of state and its buoyancy form, b(Θ, S, p), derived profiles are the thermal
and haline Boussinesq coefficients, αT and βS , the local buoyancy difference
at each interface, ∆bk+.5, and the excess buoyancy of first level water when
moved down to each grid level,

∆Bk = b(Θ1, S1,−zk) − b(Θk, Sk,−zk) . (7.67)

The local vertical shear at each interface is squared before being averaged
onto the tracer grid, as Sh2

k+.5. In contrast, the square of velocity differences
with the first level on the tracer grid are taken as the maximum from the
four neighboring velocity points:

|∆V |2k = max(over 4 velocity points) |(u1, v1) − (uk, vk)|2 . (7.68)

For vertical resolutions of 1m or less, excessive sensitivity can be avoided
if Θ1, S1, u1 and v1 in the above equations are replaced by averages over
the upper 10% of the boundary layer (LMD). A local gradient Richardson
number, Rig, buoyancy frequency, N , and density ratio, Rρ, on the tracer
grid are computed as

N2 = ∆bk+ 1

2

/(zk − zk+1)

Rig = N2/Sh2
k+ 1

2

Rρ = αT∂zΘ/(βS∂zS). (7.69)

It is then a five step process to complete the algorithm, as described
below. First, the interior mixing coefficients are computed at all model
interfaces, on the tracer grid, as if there were no boundary layer scheme.
These are the sum of individual viscosities and diffusivities corresponding
to a number (currently up to four) of different physical processes:

µIN = µw + µs + µc

κIN = κw + κs + κc + κd (7.70)
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The first coefficients on the right hand side are background values. With
the exception of the surface mixed layer and the bottom boundary layer,
the parameterizations of which are documented below, the ocean is mostly
adiabatic. However, even there diapycnal mixing happens due to internal
waves and other mechanisms. In POP this is represented by the background
diffusivity κw and the background viscosity µw. Their vertical variation has
the general form

κw = vdc1 + vdc2 tan−1((|z| − dpth)linv),

µw = Prwκw (7.71)

where vdc1 equals the vertical diffusivity at |z| = D, vdc2 is the amplitude of
variation, linv is the inverse length scale of the transition region, and dpth is
the depth where diffusivity equals vdc1. The form allows for an increase in
diffusivity with depth, as a crude parameterization of the observed increase
in deep mixing over rough topography. Prw is only poorly constrained by
observations and thus set to a constant value of 10. κw, too, used to be
only weakly constrained by observations, but since the release of CCSM3 in
2004 it became clear that there is not only a latitudinal structure to κw, but
also that variations to it can have a dramatic impact on climate (Jochum
and Potemra, 2008). Thus, the value of κw has been changed from constant
values of typically 0.1cm2/s to 0.17 cm2/s (bckgrnd vdc1 + bckgrnd vdc eq
= 0.16 + 0.01 = 0.17) mostly everywhere. The regions with different val-
ues are the Banda Sea (bckgrnd vdc ban = 1.0 cm2/s), the latitude bands
around 30◦N/S (bckgrnd vdc1 + bckgrnd vdc eq + bckgrnd vdc psim =
0.3 cm2/s), and the equator (bckgrnd vdc eq = 0.01 cm2/s). The theories
and observations that led to this new structure, as well as their impact on
climate, are discussed in Jochum (2009).

The viscosity and diffusivity associated with shear instability mixing are
equal (Prs = 1) and parameterized as a function of Rig:

µs = κs = κ0
s

[
1 −

(
Rig
Ri0

)2
]3

, 0 < Rig < Ri0. (7.72)

For an unstable profile with negative Rig the coefficients remain constant
at κ0

s (rich mix (cm2/s) in namelist), and are zero for all Rig ≥ Ri0. This
function falls most rapidly near Rig = 0.4Ri0, where it approximates the
onset of shear instability. In this neighborhood rapid changes in Rig can
cause instabilities to develop in the vertical, but these are largely controlled
by vertically smoothing Rig profiles. A 1− 2− 1 smoother is can be applied
repeated a specified number of times.
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Convective instability in the interior ocean is relieved by setting the
mixing coefficients, µc and κc, to large values whenever the density profile
is unstable, N < 0. Otherwise, they are set to zero.

Second, double diffusion processes have the potential to significantly
enhance diffusivities, with Rρ the governing parameter. Their effects on
viscosity are ignored in (7.70), because they are not well known and because
the large value of µw, relative to κw in (7.70) means that they are unlikely
to be dominant. In the salt fingering regime (destabilizing salinity profile
and 1 < Rρ < R0

ρ = 2.55), the diffusivity is a fit to observational estimates
(St.Laurent and Schmitt, 1999)

κd = κ0
d

[
1 − Rρ − 1

R0
ρ − 1

]3

. (7.73)

The values of κ0
d are internally set to 1cm2/s for salt and 0.7cm2/s for heat.

Diffusive convective instability occurs where the temperature is destabilizing
and 0 < Rρ < 1. For temperature

κd = VISCM × .909 exp
(
4.6 exp

[
−.54

(
R−1

ρ − 1
)])

, (7.74)

where VISCM is molecular viscosity. Multiplying this diffusivity by a

factor =

{(
1.85 − 0.85R−1

ρ

)
Rρ 0.5 ≤ Rρ < 1

0.15Rρ Rρ < 0.5,
(7.75)

gives diffusivities for other tracers, including salt.
Third, the diagnostic boundary layer depth, h, is determined on the

tracer grid. A bulk Richardson number relative to the surface is defined at
each vertical level as

Rib =
−zk∆Bk

|∆V |2k + V 2
t

(7.76)

LMD gives the rationale and expression for the shear contribution from un-
resolved turbulence, Vt/d. The buoyancy frequency in this expression is
taken from (7.69) at the interface below the boundary layer depth. Further-
more, the factor which accounts for smoothing of the buoyancy profile at
the entrainment depth is an empirical function of this frequency, and ranges
linearly from 2.1 at zero to 1.7 at 0.002s−1 and all higher frequencies. The
boundary layer depth is equated to the shallowest depth where Rib equals
an internally specified critical value, Ricr = 0.3 (LMD), using a quadratic,
rather than linear, interpolation whenever possible. With stabilizing surface
forcing, options exist (namelist flag lcheckekmo = .true.) to limit h to be
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no greater than either the Ekman depth (0.7u∗/f), or the Monin-Obukhov
depth (Lmo = u∗3/(vonk Bf )), where vonk is the von Karman constant,
and the surface buoyancy flux, Bf , is Bns plus a fraction of Bsol (LMD).
The grid level immediately below h is denoted as kb.

Fourth, the boundary layer mixing coefficients are computed on the
tracer grid and replace the interior values from step 1, for 1.5 ≤ k ≤ kb − 1

2 .
The analytic expression is

µB(σ) = vonk wαhG(σ)

κB(σ) = vonk wϕhG(σ), (7.77)

where σ = −z/h varies from 0 to 1 over the boundary layer. The turbu-
lent velocity scales, wα and wϕ are usually proportional to u∗, but become
proportional to the convective velocity scale as u∗ → 0 in convective forcing
(see LMD for details). The shape function is a cubic polynomial whose coef-
ficients are chosen such that G(0) = 0, fluxes vary linearly near the surface,
and interior (excluding the convective contributions) and boundary layer
coefficients, and their first vertical derivatives, are continuous at z = −h.
An inherent bias to shallow boundary layers is ameliorated by making the
coefficients at the kb − 1

2 interface linear combinations of the interior values
at this interface, and the boundary layer values at both the interface and at
the nearest higher level, kb − 1 (LMD). This feature is less important when
quadratic interpolation is used to find the boundary layer depth.

In convective (unstable) forcing situations the nonlocal term is non-zero,
and evaluated as

γϕ = Cϕ
wϕo

u∗h
, (7.78)

where the constant Cϕ is prescribed as in LMD.
Fifth and finally, the viscosity is averaged from the tracer grid to velocity

points.

7.3.5 Tidally Driven Mixing

The tidally driven mixing parameterization implemented in CCSM POP is
described in Jayne (2009). There are multiple parameterizations of mixing
phenomena in the model (as well as numerical mixing), however here we
are only concerned with the vertical mixing in the interior away from the
surface boundary layer. The tidally driven vertical mixing parameterization
of Laurent et al. (2002) was implemented in a similar fashion as in Simmons
et al. (2004). This mixing is added to the interior mixing part of the KPP
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vertical mixing scheme as another component, κt, in equation (7.70):

κt = κw +
Γε

N2
= κw +

ΓqEf (x, y)F (z)

ρN2
(7.79)

We note that κt essentially replaces κw in equation (7.70), because κw is
already included in κt.

The parameterization for the vertical diffusivity is related to the turbu-
lent dissipation of internal wave dissipation using the Osborn (1980) relation
and depends on the stratification, N . The mixing efficiency of turbulence
is set by Γ and is taken to be the canonical value of Γ = 0.2 (Osborn,
1980). The tidal dissipation efficiency is given by the parameter, q = 1

3 ,
and represents the part of the internal wave energy flux, E(x, y), that is
estimated to be dissipated locally (Laurent and Garrett, 2002). The rest of
the internal wave energy (1−q = 2/3) is presumed to radiate to the far field
and contribute to the background internal wave field (Garrett and Munk,
1975). The vertical structure function, F (z), models the distribution of the
turbulent mixing in the vertical, and is implemented as a simple exponential
decaying upwards away from the bottom, with a vertical scale of ζ = 500m
(Laurent and Nash, 2004):

F (z) =
e(z−H)/ζ

ζ(1 − e−H/ζ)
(7.80)

so it is normalized such that vertical integral over the water column is unity
(Laurent et al., 2002). In the POP code implementation, the vertical expo-
nential function is summed numerically for the normalization.

The constant background value of κw is an attempt to model the low
level of mixing in the ocean in areas away from topography (Gregg, 1987).
Exactly what contributes the mechanical energy required to maintain order
0.1 cm2s−1 background diffusivity is less clear. However, it is the order of
magnitude expected from the self-interaction of the background Garrett-
Munk internal wave spectrum (Gregg, 1987, 1989; Hibiya et al., 2006).

The vertical viscosity is calculated from the vertical diffusivity assuming
Prw = 10, as is typically done in other parameterizations (e.g. KPP). In
the limit of N → 0 (or becoming negative), both the vertical diffusivity and
viscosity are capped at 100 cm2s−1. This is a departure from the original
Simmons et al. (2004) who instead impose a lower limit on N2 of 10−8s−2

(additionally convective mixing was used to limit negative stratification re-
gions). In addition, both the diffusivity and viscosity coefficients within the
two bottom-most grid cells are checked and modified, if necessary, to ensure
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that they do not diminish with depth near the bottom topography. Such
decreasing-with-depth diffusivities result from large N2 in a few isolated
grid points, likely due to advection errors. Modifications of these diffusivity
coefficients, e.g., capping the diffusivities, change the energy consistency of
the scheme, and so should be chosen carefully. One other change from the
original Simmons et al. (2004) implementation was that the parameteriza-
tion was applied everywhere, whereas they arbitrarily limited it to depths
greater than 1000m. The conversion of tidal energy into internal waves that
occurs in the deep ocean also occurs along the shelf break, so there is no
reason to limit it to the abyssal ocean.

The internal wave energy map, E(x, y), is derived in a similar manner as
in Jayne and Laurent (2001) from a barotropic model of the tides utilizing
a parameterization of the conversion of barotropic tidal energy into internal
waves. It is read from a user-supplied input file. The essential goal of
the parameterization is to represent the momentum exchange between the
barotropic tides and the unrepresented internal waves induced by the tidal
flow over rough topography in a stratified ocean. In the parameterization of
Jayne and Laurent (2001), the conversion of barotropic tidal kinetic energy
is given by:

E(x, y) =
1

2
ρ0kh

2Nu2 (7.81)

for the energy flux per unit area, E, where (k, h) are the wavenumber
and amplitude that characterize the bathymetry, and u is the barotropic
tidal velocity vector. The topographic roughness, h2, is derived from the
high-resolution bathymetry ETOPO2v2 (Smith and Sandwell, 1997; NGDC,
2006)) as the root-mean-square of the topography over a 50km smoothing
radius, and k is a free parameter set as k = 2π/125km−1. It should be em-
phasized that internal wave conversion equation is a scale relation, and not
a precise specification of internal tide energy-flux. In the barotropic tidal
model, the value of k was tuned to give the best fit to the observed tides.



Chapter 8

Other Model Physics

8.1 Equation of State

POP requires an equation of state in the form

ρ = ρ(Θ, S, p), (8.1)

to relate density, ρ, to the prognostic variables Θ and S; see (2.10). To
avoid a nonlinear integration of the hydrostatic equation (2.9), the pressure,
p, in the equation of state is approximately evaluated as a time-independent
function of depth p0(z) by means of the equation

p
0
(z) = 0.059808[exp(−0.025z) − 1] + 0.100766z + 2.28405 × 10−7z2, (8.2)

where pressure p is in bars and depth z is in meters. This formula is derived
in Dukowicz (2001) from the latest Levitus global mean climatology. At a
number of places in the code partial derivatives of ρ with respect to Θ and
S may also be necessary.

There are four options in the code for the equation of state:

(A) The density may be obtained from the formula of Jackett and McDougall
(1995).

ρ =
ρ(Θ, S, 0)

1 − p/K(Θ, S, p)
, (8.3)

The numerator, ρ(Θ, S, 0), is a 15-term equation in powers of S and Θ with
coefficients given by the UNESCO international standard equation of state
(Fofonoff and Millard, 1983). The secant bulk modulus, K(Θ, S, p), is a
26-term equation in powers of Θ, S and p, obtained from a least-squares fit

101
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to the expression for the secant bulk modulus as a function of the in situ
temperature (Fofonoff and Millard, 1983). This density equation is valid in
the range 0 ≤ S ≤ 42psu, −2◦ ≤ Θ ≤ 40◦C, and 0 ≤ p ≤ 1000bar. The
total of 41 terms in this equation of state makes it the most expensive of
the four available options.

(B) A cubic polynomial fit to the UNESCO international standard equation
of state (Fofonoff and Millard, 1983) which has the form

ρ(Θ, S, zk) = ρk(Θ − Θref (k), S − Sref (k)), (8.4)

where Θref (k) and Sref (k) are reference values of the potential temperature
and salinity for each model level. The set of nine coefficients in the cubic
polynomial for each level are pre-calculated based on a least-squares fit to
the international standard equation of state as prescribed by Bryan and
Cox (1972). The range of validity of this equation is depth dependent and
is specified during the fitting procedure to encompass typically observed
oceanographic conditions. This results in a fairly narrow range of validity at
depth which may not be appropriate for certain simulations or for evaluating
density resulting from large adiabatic displacements. The reduction from
41 terms to 9, however, represents a considerable cost savings over the full
UNESCO equation of state.

(C) A 25-coefficient approximation of the Feistel and Hagen (1995) equa-
tion of state (which is more accurate relative to laboratory data than the
UNESCO form), derived by McDougall et al. (2003).

ρ(Θ, S, p) =
P1(Θ, S, p)

P2(Θ, S, p)
, (8.5)

where P1 is a 12 term polynomial and P2 is a 13-term polynomial. This
density equation is valid in the range 0 ≤ S ≤ 40psu, −2◦ ≤ Θ ≤ 33◦C, at
the surface, diminishing to 30 ≤ S ≤ 40psu, −2◦ ≤ Θ ≤ 12◦C at 550 bar.
However, the authors report that the equation is well behaved in the range
0 ≤ S ≤ 50psu, −10◦ ≤ Θ ≤ 50◦C, and 0 ≤ p ≤ 1000bar This equation
of state is intermediate in cost between the UNESCO form (A) and the
cubic polynomial form (B). It is currently the preferred option for CCSM
integrations. An updated form of this equation of state Jackett et al. (2006)
has been implemented in a future version of POP and should be available
soon.
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(D) A simple linear equation of state given by

ρ = ρ
0
− 2.5−4Θ + 7.6 × 10−4S , (8.6)

where ρ is in gm/cm3, Θ is in ◦C, and S is in practical salinity units (psu).
The ρ

0
term is not included in the code for the full density with the linear

EOS.

8.1.1 Boussinesq Correction

The pressure gradient terms in the momentum equations (3.21) and (3.22)
are an approximation of ρ−1∇p, introduced as part of the Boussinesq approx-
imation. Furthermore, the conversion of pressure to depth in the equation of
state by means of (8.2) can have significant dynamic consequences through
its effect on the pressure gradient (Dewar et al., 1998). Both of these errors
can be greatly reduced by transforming the density as follows (Dukowicz,
2001):

ρ = r(p)ρ∗, (8.7)

where ρ∗ is termed the thermobaric density, and r(p) is a nondimensional
function of pressure that extracts the pressure-dependent part of the adia-
batic compressibility from the density along the global-mean Levitus clima-
tology:

r(p) = 1.02819 − 2.93161 × 10−4exp(−0.05p) + 4.4004 × 10−5p , (8.8)

where p is in bars. This leads to the definition of an associated thermobaric
pressure p∗:

p∗(p) =

∫ p

0

dp′

r(p′)
, (8.9)

such that the hydrostatic equation (2.9) becomes

∂p∗

∂z
= −ρ∗g, (8.10)

and the pressure gradient force is transformed into

1

ρ
∇p =

1

ρ∗
∇p∗ ≈ 1

ρ
0

∇p∗. (8.11)

The effective equation of state in terms of these new variables becomes

ρ∗ = ρ(Θ, S, p(p∗))/r(p(p∗)) = ρ∗(Θ, S, p∗). (8.12)
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The advantage of this transformation is that the effective adiabatic com-
pressibility associated with the equation of state is now at least an order
of magnitude lower. This means that the variation of density with depth
is much lower and that fluctuations of pressure in the equation of state
have a much smaller effect on density. Thus, the errors associated with the
Boussinesq approximation in the pressure gradient force and the lineariza-
tion of the equation of state in the transformed variables are at least an
order of magnitude smaller than without the transformation, as explained
in Dukowicz (2001).

The pressure gradient force is approximated by ρ−1
0

∇p∗, and the hydro-
static equation becomes

∂p∗

∂z
= −ρ(Θ, S, p0

(z))g

r(p
0
(z))

. (8.13)

This implies that the pressure variable handled in POP is the thermobaric
pressure p∗, not p. The pressure enters only in the pressure gradient and in
the equation of state and effects nothing else. Should the true pressure ever
be required it is easily obtainable from p∗ using the relation (8.9). Given
this, we shall drop the notation p∗ and henceforth interpret p to imply the
thermobaric pressure.

8.1.2 Hydrostatic Pressure

The pressure at depth z is obtained by integrating the hydrostatic equation
from z = 0 (the “hydrostatic pressure” ph) and adding the contribution from
the surface pressure ps associated with undulations of the free surface:

p(x, y, z) = ps(x, y) + ph(x, y, z)

ph(x, y, z) =

∫ 0

z
dz′gρ(x, y, z′) (8.14)

In the code only the horizontal pressure gradients are needed, and these are
evaluated by integrating the horizontal gradients of density in (8.14). The
discrete formulas for the horizontal pressure gradients at level k are:

δxpk
y = δxps

y + g

k∑

m=1

1

2
[δxρ∗m−1

y
+ δxρ∗m

y
]dzm− 1

2

δypk
x = δyps

x + g

k∑

m=1

1

2
[δyρ∗m−1

x
+ δyρ∗m

x
]dzm− 1

2

(8.15)
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where dzm− 1

2

= dzwm−1, and dz− 1

2

= 0.5dz1. Here ρ∗m = ρm/r(p0
ztm) if the

Boussinesq correction is used, otherwise ρ∗m = ρm, where ρm is the density
at level m, and ρm = ρ1 when m = 0.

8.1.3 Expansion Diagnostic

This is a feature that is currently not in the code but will be added later. The
expansion diagnostic is supposed to account for the change in global mean
sea level due to two effects: 1) the change in volume associated with the net
accumulated freshwater flux into the ocean (from precipitation, evaporation,
melting and freezing of sea ice, and river runoff); and 2) the change in vol-
ume associated with steric expansion due to changes in global mean density.
If the model employs virtual salinity fluxes, either from restoring to climato-
logical surface salinity or from the conversion of actual freshwater fluxes to
virtual salinity fluxes (e.g., when the model is run without using the natural
boundary conditions for freshwater flux as discussed in Sec. 5.2.1) then the
expansion effects due to 1) and 2) are not easily separated: a virtual salinity
flux will change the salinity and hence the density through the equation of
state, on the other hand, a virtual salinity flux is usually associated with
an actual freshwater flux which changes the volume as well, and it is not
clear how to cleanly separate these volume and density changes. However,
in the steric effect the change in density is primarily associated with thermal
expansion due to heating or cooling, rather than changes in salinity. Hence,
we expect that computing the steric effect due to density changes without
including volume changes due to freshwater flux provides a useful diagnos-
tic. Therefore, in the code the change in surface elevation due to the steric
effect can be computed assuming there is no change in total volume. The
change in surface elevation due to steric expansion is computed as:

〈ηn〉 = 〈H〉
( 〈ρ0〉
〈ρn〉 − 1

)
(8.16)

where 〈H〉, the ratio of ocean volume to surface area, is the mean ocean
depth, 〈ρ0〉 is the initial global mean density, 〈ρn〉 is the global mean density
at the nth model timestep computed assuming there is no change in total
volume, and 〈ηn〉 is the estimated change in sea-surface elevation at the
nth timestep due to steric expansion only. If natural boundary conditions
for freshwater flux are employed, then the actual volume of the ocean in
the model does change (see Sec. 5.2.1), and the corresponding change in
mean sea level is diagnosed as the actual global-mean sea level in the model.
This change can be added to the change due to steric expansion to obtain
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an approximate total change in global mean sea level due to the combined
effects of 1) and 2).

8.2 Sea-Ice Formation and Melting

Air-sea heat fluxes, when applied over a time interval, can produce regions
of subfreezing model upper-layer temperatures. This situation can be alle-
viated by adjusting the model Θ and S (and the first layer thickness, if the
variable surface thickness formulation is used with freshwater fluxes) that is
associated with frazil sea-ice formation. The choice of when to perform such
adjustments is judiciously made to ensure tracer conservation with minimum
adjustments. So, in coupled simulations with averaging as the time mixing
option, such ice formation time steps are performed at both the coupling
time step and the time step just prior to it so that both branches of the
leap-frog time steps are brought to the freezing temperature which will then
be used over the next coupling interval. If Matsuno time mixing option is se-
lected, checking for ice formation only at the coupling time steps is adequate
because the first time step of the next coupling interval is Matsuno and the
unadjusted branch of the leap-frog time steps will be ignored. The follow-
ing algorithm describes the procedure for the virtual salt flux formulation,
default for the present integrations.

After Θ and S are updated, the upper kmxice model layers (denoted by
index k) are scanned for Θ below the freezing point, Θf . Here, kmxice is
a model namelist input in ice nml and, at present, Θf is not a function of
local salinity Sk, but Θf = −1.8◦ C. Although we describe the most general
case here, in practice we do recommend setting kmxice=1, because unless a
monotone advection scheme is in place, model advective errors could lead
to Θ far below freezing in some deep locations and the scheme will form too
much ice.

At each layer, the potential mass per unit area of ice melt (POTICEk < 0)
or ice formation (POTICEk > 0) is computed as

POTICEk = max

[
ρswcp
Lf

∆zk(Θf − Θk), QICEk+1

]
, (8.17)

where ρsw and cp are the density and heat capacity of sea water, respectively,
Lf is the latent heat of fusion, ∆zk is the layer thickness, and Θk is the
local potential temperature. Any ice that forms at depth is assumed to float
towards the surface and this ice flux, QICEk (defined positive downwards so
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QICEk ≤ 0), is accumulated bottom to top as

QICEk =
k∑

kmxice

−POTICEk, (8.18)

assuming no ice formation below the kmxice layer, i.e. QICEk=kmxice+1 = 0.
As ice floats to the surface, it can either partially or completely melt in
upper layers whose temperatures are above freezing.

At each layer, Θ and S are both adjusted in accord with the ice formed
or melted in the layer:

Θk = Θk +
Lf

∆zkρswcp
POTICEk, (8.19)

Sk = Sk +
(So − Si)

ρsw∆zk
POTICEk. (8.20)

For S, this is equivalent to replacing a volume of formed ice at salinity Si

with an identical volume of water at salinity So. Here Si and So represent sea
ice and ocean reference salinities, respectively, and they are set to constant
values in order to ensure salt conservation. In addition, if POP is coupled to
a sea-ice model, both must use the same value for Si to ensure conservation.
Note that in CCSM2, Si = 0, but in CCSM3 Si = 4 psu.

The ice flux is accumulated at each location over the number of ice
formation time steps, N , during a coupling interval as

AQICE =
N∑

1

weight1 QICEk=1, (8.21)

where weight1 is either 1/2 or 1 depending on whether it is an averaging

time step or not.
If, at the end of a vertical scan, the surface temperature Θ1 remains

greater than freezing, (QICEk=1 = 0), then the excess heat melts previously
formed ice, and AQICE, Θ1, and S1 are adjusted accordingly. Thus, over a
coupling interval, ice is assumed to remain where it was formed. In coupled
simulations, the accumulated ice during a coupling interval is passed to an
ice model via the flux coupler as an equivalent downward heat flux, QFLUX
in W m−2:

QFLUX =
−Lf

∆t∗
weight2 AQICE (8.22)

where AQICE includes any adjustment due to melting previously formed ice
over the last timestep, ∆t∗ = 1 day is the coupling interval, and weight2 is
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either 1/2 or 1 depending on averaging or Matsuno time steps, respectively.
In the last two equations, the presence of weights assures that Θ and S
budgets will be conserved when the averaging option is selected where, after
averaging, actual Θ and S changes become 1/2 of what is implied by the ice
formation fluxes.

Thus, Θ and S adjustments for the total ice formed (QFLUX > 0) are
made prior to the ice being passed to the sea-ice model. However, warm
surface model temperatures result in QFLUX < 0, which is a potential to
melt ice in the sea-ice model. Since the ocean does not know if sufficient
ice is present at a given location, Θ and S adjustments are delayed until
the appropriate heat and freshwater fluxes are received back from the sea-
ice model through the coupler. If sufficient ice is present in the absence of
all other fluxes, the heat flux will be equal to the cooling needed to make
Θ1 = Θf , when applied over the next coupling interval.

The ice formation option can also be activated in ocean-only (uncoupled)
simulations subject to observational or reanalysis based air-sea heat fluxes.
In this case, the accumulated ice is used internally for local ice formation
and melt, and AQICE is saved in restart files for exact continuation. If the
Matsuno time step mixing option is chosen, the ice time steps are set to be
the time steps just before a mixing step by default. For the averaging time
step option, the default is to form ice every time step.

The POP ice formation subroutine contains a modified algorithm when
the freshwater flux formulation is chosen. Here, the volume of ice formed at
layer k is replaced with an equal volume of water (because the thickness of
the below surface layers cannot change) from the layer above with salinity
Sk−1. The surface layer S can change both through exchanges of S with
lower layers and change of thickness due to formed ice sent to the ice model.
Because there still remain some consistencies and scientific issues with ice
formation and melt when freshwater fluxes are used, this algorithm has not
yet been tested, and is not recommended to be used at the present time.

8.3 Freshwater Balancing over Marginal Seas

Unlike the surface heat flux and sea surface temperature, there are no ap-
preciable feedbacks between the surface freshwater flux and S. This is par-
ticularly so in isolated marginal sea regions where the freshwater fluxes can
produce unphysical S values throughout the water column. The situation
can be especially severe in coupled integrations when the marginal sea re-
gions receive river runoff fluxes. In uncoupled integrations, one obvious
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remedy is to use restoring freshwater or salt fluxes instead in these regions
where the surface S is restored to some climatological distribution with a
relatively small restoring time scale. In this section, we describe a more
novel approach, particularly designed for coupled integrations. Here, the
amount of excess or deficit of freshwater flux over a marginal sea is trans-
ported to or from its associated active-ocean region, thus implicitly connect-
ing marginal seas with active ocean and providing a means for marginal sea
runoff to eventually discharge into the open ocean. This process assures that
the volume-mean S stays constant throughout the integration within each
marginal sea, eliminating any unphysical values in S.

When balancing is requested, the active-ocean regions corresponding to
each marginal sea, ms, are determined at the beginning of each integra-
tion. For this computation, a longitude, a latitude (both in degrees), and a
distribution active-ocean area size (in cm2) are provided for each region in
an input file. Using the longitude and latitude values as starting points, a
search window is created to find the active-ocean points associated with each
ms. This iterative process continues until the cumulative active-ocean grid
areas match the input distribution size. At each iteration, the search win-
dow is increased by 1◦ on all four sides. If the hard-coded values for either
the maximum number of iterations or the maximum number of active-ocean
grid points per ms are exceeded, POP will stop with an error message.

The final product of this initialization procedure is a global array of area
fractions for each ms, Fms

i,j . In F , the fractions are computed simply as the
ratios of grid areas to the total computed distribution area. It is ensured
that the sum of these area fractions for each ms is unity. The distribution
regions for different ms can coincide. Note that, the zero elements of F
represent the ocean points outside of the designated regions.

In fully coupled integrations in which the surface fluxes stay constant
until the next coupling, balancing is performed once per coupling interval,
immediately following the arrival of the new fluxes. If the fluxes do change
during a coupling interval (e.g. partially-coupled option), then balancing
is done every time step. For each ms, a transport term, T , is evaluated in
Kg s−1 of freshwater:

Tms =
∑

ms

([
max(0, QFLUXi,j)cq+ (8.23)

(Ei,j + Pi,j +Ri,j +Mi,j) + FS
i,jcs

]
∆xi,j∆yi,j

)
,

where only the fluxes over the marginal seas contribute to the sum which
is performed over each ms individually. In the above equation, QFLUX > 0
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is the frazil ice formation in W m−2 and E, P , R, and M represent the
evaporation, precipitation, river runoff, and ice melt freshwater fluxes from
the coupler in Kg m−2 s−1. FS is the salt flux due to ice melt in Kg of salt
m−2 s−1. FS was zero in the CCSM2 because Si = 0, but is nonzero in the
CCSM3 because Si = 4 psu in the later version. Finally, ∆x and ∆y are the
zonal and meridional grid spacings (in m) centered at Θ points, respectively,
and cq and cs represent unit conversion factors given by

cq = − 1

Lf

So − Si

So
, cs = − 1

So

ρfw

ρsw
. (8.24)

Tms represents the excess (or deficit) freshwater flux for marginal sea ms
that needs to be transported to or from its associated active-ocean region.
How much of Tms is transported to or from an active-ocean grid point is
determined by

MSTFi,j =
Fms

i,j T
ms

∆xi,j∆yi,j
. (8.25)

At these points, the surface freshwater or salt flux is modified as

SFnew
i,j = SF old

i,j + ctMSTFi,j , (8.26)

where ct = −So/ρfw or ct = 1 depending on if POP is forced with virtual
salt or freshwater flux boundary conditions, respectively.

In marginal seas where there is no frazil ice formation, the surface fresh-
water flux is set to zero. Otherwise, the surface flux is simply computed as
−max(0, QFLUXi,j)cqct to undo the S adjustment that has been done in the
previous time steps.

Because this algorithm has not yet been used with the freshwater flux
formulation, its use is not recommended with that formulation.

8.4 Overflow Parameterization

A new overflow parameterization (OFP) for deep channel overflows (e.g.,
Denmark Strait and Faroe Bank Channel) and continental shelf overflows
(e.g., Weddell and Ross Sea) has been developed and implemented in POP.
Although this OFP is based on the Price and Yang (1998) Marginal Sea
Boundary Condition (MSBC) scheme, there are substantial differences be-
tween the two. The OFP consists of two parts: i) calculation of the overflow
properties based on the evolving ocean model state, and ii) modifications of
the model boundary conditions, equations, and bottom topography to incor-
porate the overflow volume and tracer fluxes as well as to ensure volume and
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tracer conservations. The first part uses the same exchange and entrainment
formulas as in the MSBC, but all the necessary fields are obtained prognos-
tically. Furthermore, the marginal seas providing the overflow source waters
(e.g., the Nordic Sea) are a part of the prognostic model domain rather than
just some marginal sea boundary conditions as in the MSBC and the inflow
into these marginal seas is accomplished by the resolved flow in contrast
with a parameterized inflow in the MSBC. The second part of the OFP is
entirely new, particularly in its treatment of the baroclinic and barotropic
momentum and continuity equations to conserve volume.

In POP, overflows can be activated in either interactive or diagnostic
mode, where the latter computes the overflow without affecting the model
solution. The OFP is used to represent the Denmark Strait, Faroe Bank
Channel, Ross Sea, and Weddell Sea overflows. When the overflow module
is used either in active or passive mode, the model requires an input file to
specify all the details of each overflow region (Briegleb et al., 2010). We note
that the OFP is not used to represent the Mediterranean overflow through
the Strait of Gibraltar. Instead, we use an open Gibraltar Strait and a
sufficiently deep model topography on the Atlantic side of the strait, so that
the overflow can convect as deeply as needed locally. This configuration
avoids the excess entrainment associated with staircase topography (Wu
et al., 2007).

The OFP and its implementation in POP are detailed in Briegleb et al.
(2010) and Danabasoglu et al. (2010), so only a general overview is described
here. A schematic of the Nordic Sea overflows and its parameterization
are shown in Figure 8.1 to help with the following description. For the
same purpose, Figure 8.2 gives the bottom topography of the model in the
vicinity of the Nordic Sea overflows, including the lateral extents of the tracer
averaging regions and the pre-specified locations of the possible injection
sites for the product waters.

8.4.1 Calculation of Overflow Properties

We use the subscripts i, s, e, and p to denote inflow, source, entrainment,
and product water properties, respectively. In addition to the equations
given below, the overflow dynamics depend on the geography of the straits
and channels under consideration. Here, ϕ is the latitude, hu is the upstream
source thickness, Ws is the width of the strait, ds and de are the sill depth
and the depth of the shelf break where entrainment occurs, respectively, xssb

is the distance from the channel exit to the shelf break, α is the maximum
bottom slope near the shelf break, and Cd is the bottom drag coefficient.
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Figure 8.1: A schematic of the Nordic Sea overflows. T , S, ρ, and M
represent potential temperature, salinity, density, and volume transport, re-
spectively. The subscripts i, s, e, and p indicate inflow, source, entrainment,
and product water properties, respectively. d is depth, xssb is the distance
from the sill to the shelf break, α is the maximum slope of the continental
shelf near the shelf break, Cd is the bottom drag coefficient, Ws is the width
of the channel at the sill depth, and hu is the upstream thickness of the
source water. The question marks denote the prespecified product water
injection locations. The thick, short arrows indicate flow directions. The
green box shows the raised bottom topography. The other boxes represent
the regions whose T and S are used to compute the necessary densities.
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Figure 8.2: Bottom topography as represented in the model in the vicinity
of the Denmark Strait (DMS) and Faroe Bank Channel (FBC) overflows.
The colors indicate the model vertical levels. The corresponding depths are
given above the color bar. The boxed regions denoted by I, E, and S indicate
the Inflow, Entrainment (thin box), and Source regions in the horizontal,
respectively, whose potential temperature and salinity properties are used
to compute the necessary densities. The source and entrainment box edges
at which the respective water properties and transports are imposed as side
boundary conditions in the model are indicated by the black arrows, showing
directions corresponding to flows out of the model domain. The white lines
denoted by P show the prespecified product water injection locations into
the model domain. All product water sites have the same injection direction
as denoted by the white arrows drawn at only a few of the sites for clarity.
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The overflows are driven by the density difference between the source
density, ρs, and the open ocean inflow density, ρi, as expressed by the source
reduced gravity

g′s =
ρs − ρi

ρ0
g (8.27)

where g is the gravitational acceleration and ρ0 = 1027 kg m−3 is a reference
density. ρi and ρs are evaluated at the sill depth using

ρi = ρ(Ti, Si, ds),

ρs = ρ(Ts, Ss, ds). (8.28)

Here, T and S represent volume-average potential temperature and salinity,
respectively, calculated within the corresponding horizontal regions shown
in Figure 8.2. There is no averaging in the vertical as only one vertical level
is used.

As long as g′s > 0 source overflow transport will occur. Assuming that
the strait or channel width is greater than the radius of deformation and the
inflow is not geometrically constrained, following Whitehead et al. (1974),
this source overflow transport, Ms, is obtained using the expression for ro-
tating, hydraulically controlled maximum geostropic flow through a strait

Ms =
g′sh

2
u

2f
. (8.29)

It is important to note that (8.29) uses hu (< ds) which is different than the
source thickness above the sill as the source waters exit the strait, denoted
as hs. Again following Whitehead et al. (1974), hs is calculated from hu as

hs =
2

3
hu. (8.30)

Assuming a rectangular cross sectional area with height hs and width Ws,
i.e., As = hsWs, at the strait exit, an associated source speed, Us, can be
evaluated

Us =
Ms

As
. (8.31)

As the source water flows down along the continental slope, it accelerates,
spreads in width, and therefore thins. It also entrains ambient waters in
the open ocean, largely near the shelf-slope break. These processes are
parameterized using the end-point model of an entraining, rotating density
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current developed by Price and Baringer (1994). The entrainment is driven
by the entrainment reduced gravity given by

g′e =
ρ′s − ρe

ρ0
g, (8.32)

where

ρ′s = ρ(Ts, Ss, de),

ρe = ρ(Te, Se, de), (8.33)

with ρ′s and ρe the source and entrainment region densities, respectively,
both computed at the entrainment depth de, using volume-average T and S
for the corresponding lateral regions shown in Figure 8.2. As long as g′e > 0
entrainment will occur.

At the shelf break, the flow is assumed to have a characteristic speed
governed by geostrophic balance with the reduced gravity flow

Ugeo =
g′eα

f
. (8.34)

The average flow speed between the channel exit and the shelf break point
is then given by

Uavg = 0.5 (Us + Ugeo). (8.35)

The spreading width is assumed to increase linearly with distance from the
sill such that when the source water reaches the shelf break it has width
W (xssb) given by

W (xssb) = Ws + 2Kgeoxssb (8.36)

with the Ekman number, Kgeo, specified by the ratio of bottom drag to
Coriolis force over downslope flow

Kgeo =
CdUavg

1
2f(hs + hgeo)

. (8.37)

During the lateral spread, the overflow thickness decreases by volume con-
servation. At the shelf break, the thickness is given by

hgeo =
UshsWs

UgeoW (xssb)
. (8.38)

Using (8.37), (8.36) and (8.38) can be solved simultaneously for hgeo.
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A geostrophic Froude number, Fgeo, for the entrainment mixing at the
shelf-break is defined as

Fgeo = Ugeo/
√
g′ehgeo (8.39)

from which an entrainment parameter, ϑ, representing the ratio of entrained
to product water volume transports, can be evaluated as

ϑ =
Me

Mp
= 1 − F−2/3

geo . (8.40)

If g′e ≤ 0 or Fgeo ≤ 1, ϑ is set to 0. Given Ms and ϑ, the entrainment volume
transport is

Me = Ms
ϑ

1 − ϑ
, (8.41)

and using volume conservation, the product volume transport is then

Mp = Ms +Me. (8.42)

Finally, from tracer conservation, the product water potential temperature
and salinity are calculated using

Tp = Ts(1 − ϑ) + Teϑ,

Sp = Ss(1 − ϑ) + Seϑ. (8.43)

We note that any additional tracers that the model carries, e.g., the ideal
age and CFCs, use the same averaging procedure and conservation relations
as in T and S.

8.4.2 Model Modifications

As indicated by the green box in Figure 8.1, we raise the discrete model bot-
tom topography by one vertical level at the sill depth for each parameterized
overflow. This popped-up topography occurs at a minimum of three con-
secutive lateral grid points per overflow along the source water injection site
and effectively reduces flow over the sill, replacing it with the parameterized
source flow Ms. These raised vertical levels represent the only topographic
modifications done when the overflow parameterization is activated com-
pared to the original topography used in simulations without the OFP. The
source flow velocity and the associated tracer fluxes are imposed as bound-
ary conditions on the source marginal sea side of the raised level, i.e., at the
sill depth level ds, as denoted by the blue box in Figure 8.1. Similarly, the
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entrainment flow velocity and tracer fluxes are specified as side boundary
conditions on the open ocean side (Atlantic Ocean in the figure) at the en-
trainment depth de as shown by the brown box in Figure 8.1. We note that
both the source and entrainment flows are directed into the topography as
indicated by the arrows.

We pre-specify a product water pathway for each overflow, consisting of
NP number of possible injection sites as shown by the white lines in Fig-
ure 8.2. To determine where to inject the product water along this path, we
compare the product water density, ρn

p = ρ(Tp, Sp, d
n
p ), with the open ocean

ambient water density evaluated at the same depth dn
p , using the volume-

average T and S from the immediate downstream of the nth product water
site. Assuming that the product water injection site depths monotonically
increase with n, i.e., the NP th site representing the deepest one, our search
starts with the (NP − 1)th site and ends at the first one. If ρn

p exceeds
the ambient density at level n, the product water is inserted as a lateral
boundary condition at the next deepest site n+1. This process ensures that
the product water goes to the deepest possible site. The injection occurs at
the shallowest site if ρn

p is never larger than the ambient density at any of
the sites. As shown in Figure 8.1, the product water is directed out of the
bottom topography. In effect, the flow between source to entrainment and
then entrainment to product occurs below the model bottom topography
through the parameterization. We remark that the ambient ocean density
along the product path is not necessarily monotonically increasing, because
the product path extends laterally as it deepens.

The specification of the overflow volume transports as side wall velocity
boundary conditions for the source, entrainment, and product sites requires
careful modifications of the baroclinic and barotropic equations to ensure
local mass (volume) conservation from which the global conservation follows
automatically. Here, we repeat some equations for clarity. With baroclinic
and barotropic split, the total velocity is written as

u = ũ′ + U (8.44)

where ũ′ and U are the baroclinic and barotropic velocities, respectively.
They are defined by

U =
1

H + η

∫ η

−H
u dz,

1

H + η

∫ η

−H
ũ′ dz = 0. (8.45)

We assume that the injected side wall overflow velocities represent the
total velocity u. For those U-grid columns where these injections occur, H
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must be extended downwards to the bottom of the vertical grid level where
the overflow velocities are actually specified. This new depth is given by

H ′ = H + Σ∆z (8.46)

where ∆z denotes the vertical level thicknesses and the summation is done
for the side wall heights fromH down to the bottom of the injection level. To
avoid complications arising from moving product water injection locations,
we change H to H ′ at all NP product water sites. If the injection level is
several vertical grid levels below H, the thicknesses of the levels in between
are included in this summation. These in-between levels are assumed to
have u = 0. Thus, we replace H with H ′ in all model equations where
appropriate, including any relevant vertical integrals. For example, (8.45)
becomes

U =
1

H ′ + η

∫ η

−H′

u dz,
1

H ′ + η

∫ η

−H′

ũ′ dz = 0. (8.47)

As described earlier, POP first solves the momentum equations, without
including the surface pressure gradient, for an auxiliary velocity u′, giving us
u′ between H ≤ z ≤ η. The relationship between this intermediate velocity
and ũ′ is

ũ′ = u′ − 1

H ′ + η

∫ η

−H′

u′ dz = u′ − u′. (8.48)

Our assumption of u = 0 at the side walls between H and any overflow
injection levels leads to ũ′ = −U at these in-between levels. Similarly,
because u = uOV F , we have ũ′ = uOV F − U at all the injection locations.
Here, u = uOV F is a generic variable used to indicate the overflow velocities.
So, knowing U (see below), u′ between −H ≤ z ≤ η, and ũ′ between
−H ′ ≤ z < H, we use (8.47) and (8.48) to obtain an equation for u′ for the
entire column

u′ =
1

H

[∫ η

−H
u′ dz +

∫ −H

−H′

ũ′ dz

]
. (8.49)

We then evaluate ũ′ using (8.48) for −H ≤ z ≤ η. This process results in
local volume conservation, consistent with the imposed overflow velocities,
for the T-grid columns to the immediate upstream (to the right in Figure 8.1)
of the source and to the immediate downstream (to the left in Fig. 8.1) of
the entrainment and product injection locations.

These velocity modifications obviously impact the horizontal velocity
divergences, thus destroying the local volume conservation, at the T-grid
columns immediately downstream (to the left in Fig. 8.1) of the source and
immediately upstream (to the right in Fig. 8.1) of the entrainment and
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product injection sites. For example, the T-grid column above the raised
sill has a non-zero vertical velocity at the bottom of the column. The mag-
nitudes of these imbalances are equal to the volume transports associated
with the source, entrainment, and product waters for each affected column.
Therefore, we modify the vertically integrated continuity equation for these
columns to account for these transports and thus enforce continuity, viz.,

∂η

∂t
+ ∇ · (H ′ + η)U − qw − δOV F

MOV F

∆A
= 0 (8.50)

where δOV F is 1 for the affected columns and 0 elsewhere, MOV F represents
either Ms, Me, or Mp, and ∆A is the appropriate surface area of the affected
T-grid columns. (8.50) together with the vertically integrated momentum
equation are then used to compute both η and U. It is important to reiter-
ate here that the last term on the left-hand side of (8.50) accounts for the
changes in the horizontal velocity divergences within a specified T-grid col-
umn and it should not be viewed as mass (volume) injections / extractions
from either the surface or the ocean bottom.

The changes in the tracer equations are relatively straightforward com-
pared to the momentum equations. Specifically, the advection algorithms
are modified to incorporate the non-homogeneous flux boundary conditions
at the injection sites. By construction, this process conserves all tracers.
For further details, see Briegleb et al. (2010).

8.5 Passive Tracers

Passive tracers are defined as tracers that do not impact the physical solu-
tion, but are carried along with the flow with perhaps some internal trans-
formations that do not feed back on the prognostic tracer. POP contains
a tracer infrastructure that accommodates such tracers. Two examples are
described here that provide diagnostics for the age of ocean water and long
term transport.

8.5.1 Ideal Age

Ideal age is a tracer used to estimate ventilation timescales in the ocean
(Thiele and Sarmiento, 1990; England, 1995). Ideal age satisfies the same
tracer transport equation as potential temperature and salinity, e.g., equa-
tions (2.11) and (3.11), but with different surface boundary conditions. In
particular, ideal age is set to zero in the model surface layer at each time
step. In startup runs, ideal age is initialized to zero everywhere.
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Each water parcel ages by one year for each year since last contact with
the surface ocean. In practice, ideal age is incremented by the model time
step at each time step. The only way that indefinite growth of ideal age is
limited is by contact with the surface, or by mixing with waters that have
recently contacted the surface. The oldest ages will be found in waters which
have been removed from the surface for the longest period of time. Ideal age
equilibrates to its steady state solution on a timescale of thousands of years.
The ocean model carries ideal age as a default tracer, and it is reported in
units of years.

8.5.2 Chlorofluorocarbons

Chlorofluorocarbons (CFCs) are non-toxic chemicals containing chlorine,
carbon, and fluorine atoms. They were developed in the early 1930s and
widely used as refrigerants, in aerosol applications, and as solvents. Their
concentration increased in the atmosphere until it was recognized that they
contribute to ozone depletion in the stratosphere, and they began to be
phased out by the Montreal Protocol in the late twentieth century. CFCs
enter the ocean via air-sea gas exchange with the atmosphere. Both CFC-11
and CFC-12 are inert in seawater, and have been widely measured through-
out the world ocean in the late 20th century and early 21st century. CFCs
provide a useful diagnostic for timescales and pathways of transport in ocean
models (Dutay et al., 2002) because they can be directly compared against
observations.

In POP, surface CFC fluxes are calculated from 1931.5 through 2008.5,
largely following OCMIP 2 protocols (OCMIP, 2000). However, instead of
using the atmospheric fields specified by OCMIP, atmospheric datasets for
10m winds, atmospheric pressure and ice fraction are used in computing the
air-sea CFC flux. Values specified for the atmospheric CFC partial pressure
(pCFC) history up to 1998.5 are from OCMIP 2. Values from 1999.5 on are
from Walker et al. (2009). Values were extended from 1999.5 to 2008.5 by
converting from SIO-1998 scale to SIO-1993 scale in order to be consistent
with pre-1998 values. Both CFC-11 and CFC-12 are reported in units of
fmol/cm3 (which is within a few percent of pmol/kg).



Chapter 9

Forcing

Most of the surface forcing is implemented as a surface flux and applied
as the flux across the top face in vertical mixing routines. The remaining
details pertain to which fields are required and the options are covered in
the POP User’s Guide. Here we describe the solar radiative forcing and
some conservation details that require more description.

9.1 Penetration of Solar Radiation

POP contains several options for allowing solar radiation to penetrate the
water column.

9.1.1 Jerlov Water Type

One form of this absorption allows the user to specify a Jerlov water type.
This assumption for solar absorption has the form of a double exponen-
tial, with the fraction of surface shortwave solar radiation, SWFRAC, that
reaches a depth, −z, given by :

SWFRAC = coef exp(
z

depth1
) + (1 − coef) exp(

z

depth2
). (9.1)

The first term on the right-hand side represents the rapid absorption of
the longer wavelengths (reds), so the extinction depth1 is small (0.35 →
1.4m) and a fraction (0.58 ≤ coef ≤ 0.78) of the radiation is in this band.
The extinction depth2 for the shorter wavelengths (blues) is much greater
(7.9m → 23m). These parameters are set according to a specific Jerlov water
type, and are varied neither spatially, nor in time. An important restriction
is that no solar radiation passes through the bottom of the model ocean,
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lest it be lost to the system. Also, in order to avoid numerical underflows
associated with vanishingly small exponentials, SWFRAC = 0 for depths
deeper than 200m. Jerlov water type Ib is typical.

9.1.2 Absorption Based on Chlorophyll

Another option in POP activates a chlorophyll dependent solar absorption
that is based on the parameterization of Ohlmann (2003). Its form is a
double exponential, with the transmission from surface to depth, −z, given
by:

Tr = A1 exp(B1z) +A2 exp(B2z) (9.2)

When this transmission is multiplied by the net shortwave absorption of the
entire column; i.e. down shortwave at surface times one minus ocean albedo,
there results the net flux transmitted to depth, −z, for a given chlorophyll
amount. The A,B coefficients are chlorophyll dependent. The effects of solar
zenith angle and cloud amount are small, and are ignored in the present
implementation. Chlorophyll is assumed to be uniformly distributed in the
column. As with the Jerlov-based transmission, no solar radiation passes
through the bottom of the model ocean. Chlorophyll amounts range from
0.01 mg m−3 for pure ocean water, to 10 mg m−3 in chlorophyll blooms.
Transmissions are estimated to be accurate to 0.01.

For this option, the user must specify the chlorophyll amount in an input
data file. This file contains twelve monthly chlorophyll amounts in mg m−3

on the ocean horizontal grid. The monthly chlorophyll distributions were
provided by Ohlmann, based on a limited set of SeaWIFS data spanning
the period September 1997 to November 2001. Regional values range from
0.05 mg m−3 typical of subtropical oceans far from continents, to mid-
latitude, coastal and equatorial values from 0.3 to 0.6 mg m−3. A few
coastal regions have bloom values of 10 mg m−3.

Transmissions vary spatially and are updated once a month, with a re-
peating annual cycle. Chlorophyll based transmissions are nearly the same
as the standard Jerlov water type Ib transmissions for a chlorophyll amount
of 0.2 mg m−3. Generally, the subtropical oceans away from continents
have more transmissive surface layers than the Jerlov case, while midlati-
tude, coastal and equatorial surface layers are less transmissive.

9.1.3 Diurnal Cycle

Because POP is often run in situations where it receives only daily shortwave
fluxes, there are three options for specifying how the net shortwave flux is
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distributed in time to mimic a diurnal cycle. The first option keeps the
spatially varying flux constant for the duration of the coupling interval.

The second option distributes the flux across a 12 hour window centered
at noon. Inside this window, the flux is proportional to a sine term. The flux
is zero outside of this window. The distribution is normalized to conserve
the integral of the shortwave flux over the coupling interval. This option,
whose impact is described in Danabasoglu et al. (2006), works only when
the coupling frequency is once per day. Note that the sine distribution curve
is independent of longitude, latitude, and time of year.

In the third option, the flux is proportional to the cosine of the solar
zenith angle. The distribution is normalized to conserve the integral of the
shortwave flux over the coupling interval. This option can be used with any
coupling frequency. The solar zenith angle is determined from longitude,
latitude, time of year, and the solar declination angle, which is determined
from orbital parameters passed from the flux coupler. The zenith angle and
declination angle computations make use of CCSM shared code.

9.2 Ice Runoff

In CCSM4, the ocean model receives an ice runoff field, I, in addition to
the liquid water runoff, R. To conserve heat in the coupled system, the
associated phase change is accounted for in POP by adding the latent heat,
−LfI, to the total ocean surface heat flux. The freshwater flux due to total
runoff is then R+ I.

9.3 Tracer Fluxes and Averaging Time Steps

In coupled applications it is essential that an accurate accounting of tracer
fluxes through the sea surface be maintained in order to allow for conserva-
tive exchange within the full coupled system. The use of a leapfrog scheme,
with its even and odd branches, presents some complexity in this respect,
and the use of averaging steps to suppress the leapfrog computational mode
(Section 4.1) must also be taken into account.

We consider our accounting problem over a coupling interval, defined by
successive times of information exchange between ocean model and coupler.
It is sufficient to consider the use of a single averaging step within that
interval, but with the restriction that none of the three time levels which
are to be averaged fall outside of the coupling interval. We note that this
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cpl cpl

! 1! 2! 3! 4!1 2-1 0

Figure 9.1: Illustration of a coupling interval containing a single averaging
step, with cpl identifying times at which information is exchanged with
the coupler (time advances to the right). Steps taken before averaging are
represented with dashed lines, steps taken after averaging are represented
with solid lines.

implies that the last time step prior to a coupling time step is always a
leapfrog time step.

The illustration presented in Figure 9.1 includes five leapfrog steps within
the coupling interval from time n to time (n+ 41

2 ). To streamline notation
here we consider only the influence of the surface flux F on the leapfrog
evolution of ϕ, omitting the reference point n from the time index and
the geometric factors which would multiply the surface flux. Considering
only the tendency due to surface fluxes then the tracer evolution of the two
leapfrog branches begins with

ϕ1 = ϕ−1 + 2∆tF 0

ϕ2 = ϕ0 + 2∆tF 1 (9.3)

An averaging step is then applied to time levels 0, 1 and 2 in order to
suppress the leapfrog computational mode (Section 4.1):

ϕ
1

2 = (ϕ1 + ϕ0)/2

ϕ
3

2 = (ϕ2 + ϕ1)/2 (9.4)

We resume ordinary leapfrog timestepping, still using information exchanged
at the beginning of the coupling interval, until we have produced ϕ4 1

2 , the
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tracer at the end of the coupling interval:

ϕ2 1

2 = ϕ
1

2 + 2∆tF 1 1

2

ϕ3 1

2 = ϕ1 1

2 + 2∆tF 2 1

2

ϕ4 1

2 = ϕ2 1

2 + 2∆tF 3 1

2 (9.5)

Summing (9.3) and (9.5), and making use of (9.4), the change in the
average of the leapfrog branches over the coupling interval may be expressed
in terms of the fluxes which span the coupling interval, as

1

2
(ϕ4 1

2 + ϕ3 1

2 ) − 1

2
(ϕ0 + ϕ−1) = ∆t(F 0 +

1

2
F 1 + F 1 1

2 + F 2 1

2 + F 3 1

2 ) (9.6)

We accurately account for the fluxes passing through the ocean surface based
on this expression, with the exception of the very first coupling interval of a
run which starts with a forward step, as in initial startup from climatology
(we permit this one-time departure from strict conservation).

Under current practice, at the time this document is being prepared,
the only temporal variation which may occur within the fluxes spanning a
coupling interval is due to the use of an idealized diurnal cycle (Section 9.1),
and due to the latent heat associated with the formation or melting of ice.
The idealized diurnal cycle is conservative and used only when coupling is
daily. It does not change the amount of incoming SW, but only its tempo-
ral distribution. Ice formation is only considered at the time of coupling,
at which point both branches of the leap-frog time steps are modified, as
explained in Section 8.2, resulting in the addition of the QFLUX term of
(8.22) to the right hand side of (9.6).

If another method of controlling the leapfrog computational mode is to
be used then the accounting of fluxes must be reconsidered. With use of
Matsuno steps an exact accounting is straightforward. An exact accounting
of fluxes is more problematic with use of a Robert-Asselin time filter, as
discussed in Leclair and Madec (2009).



Chapter 10

Parallel Implementation

POP has been designed to run effectively on a wide variety of high perfor-
mance computing architectures. It has also been designed for portability, so
that no changes in the code itself are required to compile and run on a new
architecture. This has been achieved by adhering to language standards
and by abstracting communication functions to support multiple messag-
ing or other communication paradigms. No preprocessing directives are
used, except to maintain some differences between the CCSM version and
the standalone POP, primarily due to coupling and CCSM shared code is-
sues. In this chapter, details of the domain decomposition algorithms, the
communication architecture and parallel I/O are described. Instructions on
configuring POP inputs for performance are included in the POP User’s
Guide.

10.1 Domain Decomposition

In order to compute efficiently on parallel architectures, work must be di-
vided among each distributed computing node. POP, like many other cli-
mate or fluid dynamics models, achieves this parallelism through domain
decomposition, dividing the gridded domain into pieces that each node can
compute relatively independently. To increase this independence, ghost cells
or halo regions are defined so that a node will have some information about
state variables on neighboring nodes (see Fig. 10.1). This enables the cal-
culation on each node to proceed without communicating with other nodes
until these regions need to be updated. In POP, using a halo width of two
grid cells will ensure that the entire baroclinic tendencies can be computed
without any inter-node communication.
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Figure 10.1: An illustration of a ghost cell or halo region, showing the halo
for a particular block based on neighboring blocks.

Originally, POP decomposed the domain into single blocks per node.
From POP 2.0 onward, POP has used a more flexible decomposition. In
the new decomposition, the horizontal domain continues to be divided into
blocks, but multiple blocks can be distributed to each node, as shown in
Figure 10.2. This structure enables the optimization of block size for cache
performance. Multiple blocks on a node also provides a mechanism for hy-
brid parallelism, in which a threaded parallelism (e.g. OpenMP) can be used
to distribute work within a multi-processor shared memory node, while mes-
sage passing (e.g. MPI) is still used to communicate between distributed
nodes. Furthermore, different numbers of blocks can be assigned to each
node to balance the computational load. Finally, this scheme permits the
elimination of blocks which contain only land points. Such a structure pro-
vides additional optimization tuning flexibility. The use of small blocks
can eliminating more land, provide better load balancing and better perfor-
mance on cache-based microprocessors. However, because each block has a
halo region, blocks that are too small have a high surface-to-volume ratio
and communication and synchronization issues become dominant. Gener-
ally, block sizes of 20-40 grid points in each direction appear to provide a
reasonable balance, though each computer is different.

POP supports three different schemes for distributing blocks among pro-
cessors. All of them eliminate land blocks, but each represents options for
balancing the number of blocks per node.
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Figure 10.2: The POP subblocking decomposition, showing (a) the full do-
main with shaded land cells, (b) a traditional single block Cartesian decom-
position, (c) a subblock decomposition, and (d) a distribution of blocks in
which land block have been eliminated and the computational load has been
balanced.
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10.1.1 Cartesian Distribution

The first option for block distribution is a simple Cartesian distribution. In
this case, the sublocks in a domain are distributed according to their logical
position in the domain with a two-dimensional rectangular decomposition,
similar to that shown in Figure 10.2(b), except that the single blocks in that
figure would correspond to the set of subblocks associated with those large
portions of the domain. No load balancing occurs and some nodes may be
left with no work to do if all blocks are land.

10.1.2 Rake Distribution

A second distribution scheme uses a simple rake algorithm to balance the
work per node. The algorithm starts with the Cartesian distribution de-
scribed above. Then an average number of blocks per node is computed. In
each dimension, the algorithm starts with the first block in that dimension
and determines whether the number of blocks exceeds the mean and if so,
blocks are passed on to the next node in line. This can be visualized as a
rake passing over each node and dragging excess work into the next available
“hole”. In POP, additional constraints are placed on block movements, so
that if a block is moved once, it is not likely to be moved again and another
block is chosen for the move. This attempts to keep neighboring blocks as
local as possible. Because the rake is performed in each logical direction
separately, there are instances where the algorithm can actually result in a
worse load imbalance as blocks get raked into a corner. Also, if there are
relatively few blocks per node, load balancing is not very effective.

10.1.3 Space-filling Curve Distribution

A third distribution method is a partitioning algorithm based on space-filling
curves (SFC). This algorithm draws a curve through the set of blocks in a
way that maintains locality and can more effectively balance both the com-
putational load and the communications costs. Details can be found in Den-
nis (2007). While the space-filling curve algorithm is supported for all resolu-
tions, it is particularly effective at reducing the cost of high resolution simu-
lations. Use of the SFC partitioning places restrictions on the size sub-blocks
used by POP. In particular the size of the sub-blocks nxBlock and nyBlock
must be selected under the constraint that nbx = nxGlobal/nxBlock and
nby = nyGlobal/nxBlock are integers such that nbx, nby ∈ 2n3m5p where
n,m, and p are integers and nxGlobal and nyGlobal refer to the global size
of the horizontal computational grid.
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As mentioned above, in addition to improving the computational load
balance, SFC partitioning also has a tendency to improve the communication
load balance of POP (Dennis, 2007). In particular it randomizes network
traffic on machines with fixed interconnect topologies, resulting in decreased
network congestion and communication time.

10.2 Parallel I/O

In a parallel implementation, the lack of a parallel I/O subsystem creates a
serial bottleneck that limits performance. Originally, POP created a parallel
I/O system by gathering a single horizontal slice of a 3-D array onto one
of the I/O tasks and that task wrote the slice into a specified record of a
binary direct-access file. This system was not always robust, due to local
machine I/O issues (e.g. system I/O buffers being overwritten by multiple
writers) and because this limits the number of I/O tasks and requires each
task to keep a full global slice of the data. Finally, this implementation did
not support netCDF.

A new parallel I/O library, PIO, has been developed as a collaborative
effort by NCAR/CISL, DOE/SciDAC and NCAR/CSEG. PIO was initially
designed to allow 0.1◦ POP to execute and write history and restart files on
Blue Gene/L using less than 256 MB per MPI task due to better memory
management, relaxing the requirement for retaining a full global slice on
each I/O task.

Since that initial prototype version, PIO has developed into a gen-
eral purpose parallel I/O library that currently supports netCDF (serial),
pnetCDF and MPI IO and has been implemented throughout the entire
CCSM system. PIO is a software interface layer designed to encapsulate
the complexities of parallel IO and to make it easier to replace the lower
level software backend. PIO calls are collective, an MPI communicator is
set in a call to PIO init and all tasks associated with that communicator
must participate in all subsequent calls to PIO.

One of the key features of PIO is that it takes the model’s decomposition
and redistributes it to an I/O “friendly” decomposition on the requested
number of I/O tasks. In using the PIO library for netCDF or pnetCDF
I/O, the user must specify the number of iotasks to be used, the stride
or number of tasks between iotasks and whether the I/O will use the serial
netCDF or pnetCDF library. By varying the number of iotasks, the user can
easily reduce the serial I/O memory bottleneck (by increasing the number
of iotasks), even with the use of serial netCDF.
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